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a b s t r a c t

Big data refers to data that is so large that it exceeds the processing capabilities of traditional systems. Big
data can be awkward to work and the storage, processing and analysis of big data can be problematic.
MapReduce is a recent programming model that can handle big data. MapReduce achieves this by
distributing the storage and processing of data amongst a large number of computers (nodes). However,
this means the time required to process a MapReduce job is dependent on whichever node is last to
complete a task. Heterogeneous environments exacerbate this problem.

In this paper we propose amethod to improveMapReduce execution in heterogeneous environments.
This is done by dynamically partitioning data before theMap phase and by using virtualmachinemapping
in the Reduce phase in order to maximize resource utilization. Simulation and experimental results show
an improvement in MapReduce performance, including data locality and total completion time with
different optimization approaches.

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

Big Data is relative term that refers to datasets that have grown
to a size that is awkward to work as conventional software tools
to capture, manage and process in a tolerable period of time [1].
The source of this data is wide and varied. Typical examples in-
clude RFID tags, GPS-enabled smart phones, social media, phone
records, web logs, sensor networks, online browsing, eCommerce,
and in various scientific research such as astronomy, medicine and
weather [2–4]. Bymining this data researchers can discover trends
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such as user behavior. Such knowledge can have an impact on busi-
nesses, government, and scientific endeavors.

MapReduce is a programming model to create distributed ap-
plications that can process big data using a large number of com-
modity computers. Originally developed by Google, MapReduce
enjoys wide use by both industry and academia [5] via Hadoop [6].
Hadoop is an open source implementation of MapReduce devel-
oped by Yahoo and is based on Google’sMapReduce [7] and Google
File System [8] papers.

The advantages of MapReduce framework is that it allows users
to execute analytical tasks over big data without worrying about
the myriad of details inherent in distributed programming [5,9].
Both scalable and fault tolerant MapReduce frameworks poten-
tially reduce the time it takes to complete a job by an amount
that is proportionally related to the number of nodes available. The
efficacy of MapReduce can be undermined however by its imple-
mentation. For instance, Hadoop the most popular open source
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MapReduce framework [9] assumes all the nodes in the network
to be homogeneous. Consequently, Hadoop’s performance is not
optimal in a heterogeneous environment.

In the MapReduce model the time it takes to complete a job
depends on when each node completes its workload. Therefore, if
the workload is distributed evenly, the slowest node determines
the time a job completes. To compensate for this the workload
on slower nodes needs to be less than the faster nodes. This
can be achieved by dividing the workload proportionally amongst
individual nodes based on the processing efficiency of each
node.

In this paper we focus on the Hadoop framework. We look in
particular howMapReduce handles map input and reduce task as-
signment in a heterogeneous environment. This is important area
of research since there is ample opportunity for MapReduce to be
deployed in such environments. For instance, as technology ad-
vances, new machines on the network are likely be dissimilar to
old ones. Alternatively, MapReduce may be deployed on a hybrid
cloud environment, where computing resources tend to be hetero-
geneous. Therefore, this paper proposes a method to improve exe-
cution of MapReduce jobs in a heterogeneous environment.

In summary, this paper presents the following contributions

• A method to improve mapper performance in a heterogeneous
environment by repartitioning data at each node.

• A method to improve virtual machine mapping for reducers.
• A method to improve reducer selection on a heterogeneous

systems.

The rest of this paper is organized as follows. In Section 2, we
present some background onMap Reduce. In Section 3, we present
our proposed dynamic data partitioning and virtual machine
mapping methods. In Section 4, we evaluate our work, present
our experimental results and discuss our findings. In Section 5,
we discuss related work. Finally, in Section 6, we present our
conclusion and give a brief discussion of future work.

2. Background

The term cloud computing appears to have been coined by
Google’s CEO, Eric Shmidt at a conference in 2006, and is likely in-
spired by the use of a cloud to represent the Internet in pictures
and diagrams [10]. Amongst the literature [10–13] it appears that
there is no standard definition of what cloud computing is. There-
fore, this paper uses the NIST definition [14] of cloud computing
being ‘‘a model for enabling ubiquitous, convenient, on-demand
network access to a shared pool of configurable computing re-
sources (e.g., networks, servers, storage, applications, and services)
that can be rapidly provisioned and released with minimal man-
agement effort or service provider interaction’’.

The introduction of cloud computing presents the concept
of utility computing. Utility computing provides consumer-
computing resources as a service. Utility computing treats
computing as a metered service, like electricity or natural gas [11].
It provides consumers access to computing resources dependent
on their needs from providers. This benefits users, as they need not
invest capital to build and maintain their own data center. It also
gives customers the ability to cope with unexpected demands for
resources, and only pay for resources they need during non-peak
periods [11].

In this paper, there are two important enabling technologies
used by cloud computing, virtualization and MapReduce. Virtual-
ization provides cloud computing’s flexible and scalable hardware
services [12]. Meanwhile, MapReduce is a programming model to
process and access large datasets in a distributed programming en-
vironment.
Fig. 1. An example of hypervisors, virtual machines and physical machines on the
cloud.

2.1. Virtualization

Virtualization technologies provide an abstraction of comput-
ing resources to the end user [15,16]. From the resources point of
view, virtualization provides a way to create logical subsets of re-
sources from a physical machine. From the users point of view the
virtual environment behaves like a real physicalmachine (PM). The
flexibility of virtualization is why it is a key component in cloud
computing.

On the cloud, physical machines are logically partitioned using
virtual machine techniques such as Xen [17], VMWare [18] and
KVM [19]. Virtual machines are a way to provide computing
resources to users,which they canmanage and configure to fit their
specific needs.

For example in Fig. 1, there are two physical machines, both
hosting three virtual machines managed by a hypervisor. From
the provider’s perspective, they have two physical machines to
maintain, while from the users perspective it appears that they
have access to six different machines.

2.2. MapReduce

Currently, the only viable way to work with voluminous
amounts of data is to use a divide and conquer strategy. The es-
sential principle to the divide and conquer strategy is to break
down a large problem into several smaller problems. MapReduce
achieves this by dividing the storage and processing of data and
distributing them amongst a number of computers, known as
nodes, in a network. In other words, MapReduce is a framework
for writing distributed applications that process large amounts of
data.

Traditionally, parallel or distributed environments required
programmers to handle a multitude of issues. For instance, how
does one divide the large problem? Exactly, what sub-problems
and what tasks need to be performed? How will the different
tasks be instantiated? How will they communicate? How will the
workload be distributed?What happenswith the results produced
by the individual tasks? What happens if there is a software
error? What happens if there is a hardware failure? How does
one coordinate the system so that one can avoid deadlock or a
race condition? These myriad details are quandaries that many
developers have had to contend with.
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Fig. 2. MapReduce dataflow.

The MapReduce framework was proposed as a way to alleviate
the burden placed on software developers and to prevent devel-
opers from having to reinvent solutions to similar or even identi-
cal problems. In essence, MapReduce provides an abstraction that
allows software developers to ignore the details and allows them
to focus their attention on the problem they are really trying to
solve. This abstraction is one of the main advantages of MapRe-
duce. While language extensions such as OpenMP [20] or MPI [21]
provide parallel systems a way to communicate, they still require
developers to keep track of resources and provide little support
when handling large amounts of data. From the programmers per-
spective MapReduce is a relatively easy way to create distributed
applications compared to traditional methods. It is one of themain
reasons for MapReduce’s popularity.

The idea of MapReduce evolved from principles used in
functional programming. The basic principles of MapReduce can
be summarized as being two distinct programming functions, a
map function and a reduce function. It is the responsibility of the
programmer to provide these functions. These functions are then
incorporated into two tasks knownas amapper and reducer,which
handle the map and reduce functions respectively. In this paper,
the terms mapper and reducer are used interchangeably with the
terms map task and reduce task.

The dataflow for the MapReduce framework is shown in Fig. 2.
In Hadoop, additional tasks and nodes are required to handle er-
rors, initiate jobs, and to coordinate the various tasks. For the sake
of simplicity, details relevant to coordination and communication
as well as other extraneous details used have been simplified, and
amalgamated into a single master task.

In MapReduce, the purpose of the map and reduce functions is
to handle sets of keys–value pairs. When a user runs a MapReduce
program, data from a file or set of files is split amongst themappers
provided and read as a series of key–value pairs. The mapper then
applies the map function on these key–value pairs. It is the duty of
the map function to derive meaning from the input, to manipulate
or filter the data, and to compute a list of key–value pairs. The list
of key–value pairs is then partitioned based on the key, typically
via a hash function (1). During this process, data is stored locally in
temporary intermediate file.

partitionNumber = key % totalNumberOfReducers. (1)

InMapReduce, the purpose of partitioning is to ensure that each
mapper sends all its key–value pairs with the same key to the
same reducer. Eventually, all of the key–value pairs for a particular
partition merge at a specific reducer. During the merge, all keys
are sorted into a unique list of keys with a corresponding list of
values for each of these keys. The reducer then executes in a loop a
reduce functionwhich takes as input a key and a list of values. Once
the reduce function finishes computing the data an output file is
produced. Each reducer generates a separate output file. These files
can be searched, merged or handled however the user wants once
all reducers have completed their workload.

3. Proposed techniques and implementation

Hadoop has garnered much popularity in both academia and
industry. The popularity it enjoys is a result of both its speed
and economic efficacy. Furthermore, since Hadoop is open source,
academics have been provided a useful platform on which to base
their research. However, one of the drawbacks of the Hadoop
implementation is it assumes that the computing nodes in the
network are homogeneous [22].

Consequently, Hadoop exhibits several inefficient behaviors
when employed in a heterogeneous environment. This paper
therefore proposes some methods that can improve the perfor-
mance of MapReduce when executing in such an environment.

The research model for this study is presented in Fig. 3, which
shows a network that consists of several physical machines. Each
physical machine (PM) has a limited number of virtual machines
(VM). Without losing generality, virtual machines are used as a
basic unit with which to execute a task. Each virtual machine
represents a processing unit that can run either a map task or a
reduce task. Due to the heterogeneous nature of the environment,
the processing capabilities of any particular virtual machine may
differ from other virtual machines in the environment.

3.1. Dynamic data partitioning

A file system that handles storing and the manipulation of the
file or files in which the dataset is stored across multiple machines
is called a distributed file system. In the age of big data, the size
of a dataset can exceed the storage capacity of a single physical
machine. It therefore becomes necessary to distribute the storage
of the dataset on multiple machines. For this reason Hadoop has
its own distributed file system called the Hadoop Distributed File
System (HDFS).

In Hadoop, a MapReduce job begins by first reading a large
input file. This file is usually stored on the HDFS. The data from
this file is then divided into a set of fixed sized pieces known
as splits. Hadoop then creates a mapper for each split. Hadoop
assumes a homogeneous cluster in which each node has the same
processing power and capabilities. If this is the case, then each
mapper will finish processing its split at approximately the same
time. Of course in a heterogeneous network, where nodes do not
have this property some nodes will complete their work sooner
than others will.

If a mapper with greater processing efficiency is able to reduce
the workload from one that is slower one, then the maximum
time to complete the task for those two mappers is reduced.
It would seem then that it would be desirable to have all
mappers dynamically sharing their workload with one another.
Unfortunately, access data rates between nodes on the HDFS are
inconsistent due to issues of data locality. Therefore, we propose
the following dynamic data partitioning scheme in which each
node performs dynamic data partitioning irrespective of other
nodes on the network.

An example of the dynamic data partitioner is shown in Fig. 4.
In this example, a 600 GB file is used as input data. In this scenario,
the data is to be divided up into six equal sized pieces, which
are to sent to six virtual machines. Each of these virtual machines
execute a map task. Each virtual machine is given a value n that
indicates the relative processing ability of each machines virtual
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Fig. 3. Dataflow of dynamic data partitioner and virtual machine mapper.
processing unit (VPU). Both the CPU of the physical machine and
the total number of vCPU assigned to the VMdetermines the actual
processing ability of the VPU.

For instance, the virtual machine VM1 has an n value of 10 and
the virtual machine VM2 has an n value of 2. This means that VM1
is able to process data 5 times faster than VM2. The processing
speed of each virtualmachine is calculated prior to execution using
a profiling tool.

As previously mentioned, the proportion of data to be reas-
signed amongst virtual machines is determined by the processing
ability of all the virtualmachines running on the samephysicalma-
chine. The following algorithm calculates the amount of data to be
assigned to each virtual machine:

Algorithm 1 Data Repartitioning
Input:

SPM: set of all physical machines
PM: physical machine
VM: virtual machine

1. for each PM on SPM
2. //calculate fragment size
3. for each VM on PM
4. totalDataSize = totalDataSize + VM.init.splitSize
5. totalSpeed = totalSpeed + VM.processingSpeed
6. end for
7. fragmentSize = totalDataSize/totalSpeed
8. //calculate data to be reassigned to each VM
9. for each VM on PM
10. VM.ideal.splitSize = VM.processingSpeed *

fragmentSize
11.

VM.diff.splitSize = VM.init.splitSize-VM.ideal.splitSize
12. end for
13. // data migration from over-loadingVMoto

under-loadingVMuin O(n), wherenis the number of VMs
14. for each over-loading VM, e.g. VMo

15. for each under-loading VM, e.g., VMu

16. Send.fragment (fragment.size =

min{VMo.diff.splitSize, VMu.diff.splitSize},
VMo, VMu)

17. VMo.diff.splitSize − = fragment.size
18. VMu.diff.splitSize + = fragment.size
19. end for
20. end for
21. end for

For example, in Fig. 4 there are two physical machines. Both
physical machines have three virtual machines. The attributes of
which are summarized in Table 1.

Once the initial input splits are designated to each virtual
machine the DDP repartitions the data on each physical machine.
Fig. 4. Dynamic data partitioner.

Table 1
Summary of initial inputsplit.

Physical machine Virtual machine VPU speed Input data (GB)

1
1 10 100
2 2 100
3 8 100

2
4 6 100
5 4 100
6 10 100

On PM1 there is three virtual machines VM1, VM2 and VM3. VM1
has aVPU speed of 10, VM2has aVPU speed of 2 andVM3has aVPU
speed of 8. Each virtual machine has an initial split size of 100 GB.
Consequently, the total data size of the three virtual machines is
300 GB, and the total VPU speed of the three virtual machines is
20 units. The input split is then divided into fragments. The size of
fragment is calculated using the following equation:

fragmentSize = totalDataSize/totalSpeed. (2)

The split size for each virtual machine is then reassessed by
multiplying the VPU speed of each virtual machine by the
fragmentSize. For PM1 the fragmentSize is 300/20 = 15.

splitSize = VPU.processingSpeed ∗ fragmentSize. (3)

Therefore, for PM1, where VM1 has a VPU speed of 10, its split size
is reassessed to be 10 * 15 = 150 GB. All other data splits are
calculated using the same method. The results are summarized in
Table 2.

3.2. Virtual machine mapping

After a mapper processes an input split, the mapper writes to
a temporary file on the local disk. The mapper output is a list of
key–value pairs. This list is partitioned based on the key–value,
and on how many reducers there are. Each partition is then sent
to a different reducer. The reducer receives and merges this data
from each of the mappers. The reducer then processes this data
and produces the final output.
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Fig. 5. Virtual machine mapper model.
Table 2
Summary of final inputsplit.

Physical machine Virtual machine VPU speed Input data (GB)

1
1 10 150
2 2 30
3 8 120

2
4 6 90
5 4 60
6 10 150

A master node determines where mappers or reducers reside
on a network. When assigning a mapper to a node, it is important
that it is located on or near the data it is going to access. This is
because transferring data from one node to another takes time and
delays task execution. The problem of determining where to place
a task on the network so that it is close to the data it uses is known
as data locality. Data locality is a key concept inMapReduce and has
a major impact on its performance.

A key concept for MapReduce is that: ‘‘moving computation
towards data is cheaper than moving data towards computation’’.
Even thoughHadoop uses this conceptwhen determiningwhere to
execute itsmappers, it does not exploit this concept for its reducers
and locate reducers near these partitions. We therefore propose
for this purpose a virtual machine mapper (VMM) which allocates
the reducer to the appropriate physicalmachine based on partition
size and the availability of a virtual machine (see Fig. 5).

Given a mapper i, the intermediate data that resides on that
mapper’s ath partition can be described as ID(i, a). Before physical
sending this data to a VM, the partition data from all the mappers
forms a set of shuffle blocks. Each shuffle block contains all the
data produced by the mappers on a single physical machine for a
specific reducer. The total number of shuffle blocks (NSB) destined
to each reducer is equal to the total number of reducers (N)
multiplied by the total number of physical machines (P).

NSB = N ∗ P. (4)

A shuffle block SB (a, p) is created by combining partition a
data from each mapper on a given physical machine p. Given P
physical machines, with M mappers on each machine, this can be
summarized using the following formula:
Where ID(i, a) = intermediate data stored in the ath partition
on mapper i
Where SB(a, p) = shuffled block of the ath partition gathered
from physical machine p
Where α = (p − 1) ∗ M + 1
Where β = (p − 1) ∗ M + M
SB (a, p) =

M
i=0 ID(i, a)

α≤i≤α+β

ID (i, a) . (5)

For instance based on an environment that has two physical
machines, with three virtual machines on each virtual machine:

SB(1,1) = ID(1,1) + ID(2,1) + ID(3,1).
SB(1,2) = ID(4,1) + ID(5,1) + ID(6,1).
SB(2,1) = ID(1,2) + ID(2,2) + ID(3,2).
SB(2,2) = ID(4,2) + ID(5,2) + ID(6,2).

Shuffle blocks that have the same value of a form a single
reducer block (RB). A reducer block is a superset of data and
contains all the data to be processed by a single reducer.

RB(a) =

(P∗M)
j=(i∗M)+a

SB(i, a). (6)

For instance based on an environment that has two physical
machines,with three virtualmachines on each virtualmachine and
the shuffle blocks above:

RB(1) = SB(1,1) + SB(1,2).
RB(2) = SB(2,1) + SB(2,2).

Once reducer blocks are formed, the VMM assigns them to an
appropriate mapper based on data locality and is based on first
come first served (FCFS) and BestFit and are assigned to a VM on a
PM based on the aggregate partition size of its component shuffle
blocks. For example if the aggregate partition size of SB(1, 1) >
SB(1, 2) then RB(1) would be assigned to physical machine 1.
However if SB(1, 1) < SB(1, 2) then RB(1) would be assigned to
physical machine 2.
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Fig. 6 shows an example of the VMM ascribing reduce tasks
to physical machines. In this example, there are six mappers on
two physical machines, with three mappers per physical machine.
Since this job requests three reduce tasks, each mapper creates
three partitions. The total amount of data to be received by each
reducer is then deduced by summing up the respective partition at
each mapper.

Based on the concept of data locality, reducers are assigned
locations on physical machines based on where the data for each
reducer is stored. On a physical machine there are multiple virtual
machines. Once a reducer is assigned to a physical machine the
reducer is then assigned whichever virtual machine has the fastest
processing speed. The algorithm for the virtual machine mapper is
presented as follows:

Algorithm 2 Virtual Machine Mapper
Input:

SPM: set of physical machines
PM: physical machine
SVM: set of virtual machines
VM: virtual machine
i reducer index
j partition index

1. // retrieve partition metadata
2. SPM = the set of all physical machine on the network
3. reducers = array of all reducers
4. for each PM on SPM
5. for eachmapper on PM
6. fori = 1to NumberOfReducers
7. forj = 1to NumberOfPartitions
8. reducers[i].partition[j].size =

mapper.partition[i].size
9. reducers[i].partitionSize + =

mapper.partition[i].size
10. end for
11. end for
12. end for
13. // Perform BestFit reducer assignment
14. // reducer is assigned whichever virtual machine has the

fastest processing speed.
15. // assign reducers to physical machines based on

reducers[i].partition[j].size and available VM’s
16. for each PM on SPM
17. SVM = the set of all virtual machines on the PM
18. reducers = array of reducers on PM
19. // sort virtual machines based on speed.
20. sortByProcessingSpeed(SVM)
21. fori = 1to PM.numberOfReducers
22. SVM[i] = reducers[i]
23. end for
24. end for

For example, in Fig. 6 there are two physical machines. Both
physical machines have three virtual machines each running a
mapper. Each mapper produces three data partitions which are
to be assigned to three reducers. Using Algorithm 2, reducer
1 is assigned to physical machine 1, virtual machine 1. This is
because physical machine 1 stores the largest fraction of the data
designated for that reducer. Similarly, reducer 2 and reducer 3 are
assigned to a virtual machine on physical machine 2. On physical
machine 1 there are three viable virtual machines (VM1, VM2,
VM3). Reducer 1 is assigned to VM1 as it has the fastest processing
speed. On physical machine 2 there are also three viable virtual
machines (VM4, VM5, VM6) eachwith different processing speeds.
Fig. 6. Virtual machine mapper.

Fig. 7. When more reducers request the same physical machine than there are
virtual machines available, the VMM has to select a virtual machine on a different
physical machine.

Table 3
Virtual machine mapping.

PM VM VPU
speed

Data locality
(PM)

Data size
(GB)

Total data
size (GB)

Reducer

1
1 10 1 150 245 12 95
2 2 NIL 0 0 n/a
3 8 NIL 0 0 n/a

2

4 6 1 105 255 32 150
5 4 NIL 0 0 n/a

6 10 1 45 100 22 55

Since Reducer 2 is processed first it is assigned to the fastest
virtual machine (VM6). Consequently, reducer 3 is assigned to the
second fastest virtual machine (VM4). Details regarding the virtual
machine mapping for Fig. 6 are summarized in Table 3.

In this example, all of the reducers are allocated to the
appropriate physical machine. However, there may be cases when
there are no virtualmachines available. In this case, the reducer has
to be allocated to another physical machine. This is achieved using
the best fit selection method.

When a single physical machine has more reducers requesting
a virtual machine than there are available virtual machines, the
VMM has to locate the reducer on another physical machine.
However, arbitrarily rejecting reducers based on a first come first
served (FCFS) order is suboptimal (see Fig. 7).

3.3. Priority based virtual machine mapping

To improve data locality further, the VMM assesses the
size of the data contributed by each physical machine to each
reducer. The VMM then gives priority to the reducers with the
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Fig. 8. VMM priority fit: reducers are assigned to a virtual machine based on data
locality. Using a priority based order, Reducer 2 is reassigned to physical machine
2.

Table 4
Priority based order.

Reducer Data locality
(PM)

Data size
(GB)

Absolute
difference

Priority

1 1 165 20 22 145

2 1 120 5 32 115

3 1 180 40 12 100

greatest difference between the largest and second largest data
contributions.

Fig. 8, gives an example of the VMM using priority-based
reassignment. Using the laws of data locality, all three reducers
should be assigned to PM1. This is not possible, as there are only
two virtual machines available. Priority based order is thus used to
determinewhich reducers should be assigned to PM1 andwhich to
reject. An example of the priority-based calculations used for Fig. 8,
is presented in Table 4.

By prioritizing reducers, one can improve data locality. This
is because priority is given to those reducers that receive data
disproportionally more from a single physical machine. This is
preferable to FCFS reducer order (e.g. reducer 1, reducer 2, . . . ,
reducer n) which does not use such a criteria to differentiate
between reducers.

3.4. Load aware virtual machine mapping

One of the original drawbacks of VMM is that it treats all
reducers equally regardless of the difference in the workload.
This method works in a homogeneous system, in which all
virtual machines have the same characteristics. However, in a
heterogeneous environment one needs to consider the VPU of
each virtual machine. Therefore, this paper proposes Load Aware
Virtual Machine Mapping (LA-VMM) which takes into account the
processing speed of each virtual machine. LA-VMM achieves this
by assigning reducers with greater workloads to virtual machines
with faster processing speeds.

In Fig. 9, the LA-VMM assigns reducer 1 to PM1, and reducer 2
and reducer 3 to PM2. On PM1, reducer 1 is assigned to VM1 as it
has the fastest processing speed. On PM2 there are also three viable
virtual machines (VM4, VM5, VM6) each with different processing
Fig. 9. Load aware virtual machine mapper.

Table 5
Load aware—virtual machine mapping.

PM VM VPU
speed

Data locality
(PM)

Data size
(GB)

Total data size
(GB)

Reducer

1
1 10 1 150 245 12 95
2 2 NIL 0 0 n/a
3 8 NIL 0 0 n/a

2

4 6 1 45 100 22 55
5 4 NIL 0 0 n/a

6 10 1 105 255 32 150

speeds. Since Reducer 2 has the greatest workload it is assigned to
the virtual machine which has the fastest processing speed (VM6).
Consequently, reducer 3 is assigned to the second fastest virtual
machine (VM4). Details regarding the virtual machinemapping for
load aware dynamic data partitioning LA-VMM are summarized in
Table 5.

4. Evaluation

To evaluate the performance of the proposed techniques, we
have implemented the dynamic data partitioning and virtual ma-
chine mapping algorithms and tested these methodologies with a
900MB randomly generated input data file on a simulatedMapRe-
duce environment. The performance analysis was reported with
synthesized datasets, where the number of key–value pairswas set
equal to the number of reducers. A 1:3 performance ratio (low het-
erogeneity) and 1:5 performance ratio (high heterogeneity) indi-
cate the possible difference in processing ability between any two
virtual machines in the network.

4.1. Data locality

We measure data locality by the total amount of data stored
locally on the physical machine for each virtual machine. When
data is local, access is fast. Data locality is therefore a reflection
of performance for MapReduce. The heterogeneous environment
is tested using either 2 or 5 virtual machines per physical machine.
The total number of virtual machines used was 10, 20 or 30 virtual
machines.

Fig. 10 depicts data locality in a heterogeneous environment.
Fig. 10(a) has a heterogeneous performance ratio of 1:3, with 2
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Fig. 10. Data locality (a) low heterogeneity, vm = 2, (b) low heterogeneity, vm = 5, (c) high heterogeneity, vm = 2, (d) high heterogeneity, vm = 5.
virtual machines per physical machine. One can see that both
best fit and priority based VMM improved data locality compared
to Hadoop by more than 33%. Fig. 10(b) has 5 virtual machines
per physical machine. In this case the difference in data locality
between best fit and priority methods and Hadoop has reduced.
This is due to increased ratio of data shared between virtual
machines on the same physical machine. Despite the increase to a
heterogeneous performance ratio of 1:5, data locality in Fig. 10(c)
and (d) mostly mirror the performance of Fig. 10(a) and (b).

4.2. Task execution time

Experiments in this section explore how long Mappers and Re-
ducers take to complete their tasks. The heterogeneous environ-
ment is tested using either 2 or 5 virtual machines per physical
machine. The total number of virtual machines used was 10, 20 or
30 virtual machines.

In Fig. 11, we explored map completion time. In the Map
phase, the Dynamic Data Partitioner repartitions the input split
size based on virtual machine performance. Map completion time
reduced, by a factor of 44%, when the number of virtual machines
per physical machine increased. This highlights how inefficient
Hadoop’s implementation is in a heterogeneous environment.

In Fig. 12, we explored reduce completion time. In the Reduce
phase, the Virtual Machine Mapper selects which virtual machine
a reducer should reside. In this paper, we presented two ways for
the VMM to decide which order reducers are processed, which we
designated best fit and priority based order. Fig. 12(a) shows an
improvement in reduce completion time of 14%, Fig. 12(b) shows
an improvement in reduce completion time of 16%, Fig. 12(c)
shows an improvement in reduce completion time of 23%, and
Fig. 12(d) shows an improvement in reduce completion time of
29%. These simulation results show that our proposed methods
save more time as heterogeneity increases.

In Fig. 13, we explored the total completion time. Total
completion time combines the time taken for both reduce and
map completion times. In Fig. 13, it is shown that the combination
of DDP and VMM has shortened total completion time by
up to 29% for low heterogeneous environments and shortened
total completion time by upto 41% in high heterogeneous
environments.

In Fig. 14, we explored the total completion time using
load aware optimization. The heterogeneous environment used 3
physical machines with 5 virtual machines per physical machine.
Therefore, a total of 15 virtual machines were used. The test
was performed with a randomly generated 900 GB file. The load
awareness optimization is an optimization of the Virtual Machine
Mapperwhich focuses on placing reducerswith heavier workloads
on to faster virtual machines, consequently the map phase shows
no improvement. The load aware optimization improved the
reduce phase by 13% for both best fit order and priority based order
Virtual Machine Mapping.

In Fig. 15,we explored the total completion time forMapReduce
using different number of virtual machines per physical machine.
The heterogeneous environment used a fixed number of 12
workers. The test was performed with a randomly generated
600 GB file. The purpose of the test was to determine how differing
ratio of physicalmachines and virtualmachines affectsMapReduce
completion time. When the number of virtual machines increased
on each physical machine increased, there were more input splits
presented to the dynamic data mapper on each physical machine.
This provides the data repartitioner access to more locations with
which to distribute the data. This provides greater opportunities
for more even distribution amongst the virtual machines, if the
performance improves. Furthermore, the virtual machine mapper
performance also improves as having more virtual machines
reduces chances of collisions as well as increased data locality.

In Fig. 16, we compared the total completion time for
a MapReduce using different data sizes. The heterogeneous
environment used 3 physical machines with 5 virtual machines
per physical machine. The amount of data used as input for
MapReduce ranged from 400 GB to 1200 GB. The results show that
the time to completion increases for all methods as the amount of
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Fig. 11. Map completion time (a) low heterogeneity, vm = 2, (b) low heterogeneity, vm = 5, (c) high heterogeneity, vm = 2, (d) high heterogeneity, vm = 5.
data to process increases. However, the dynamic data partitioning
with best fit or priority based virtual machine mapping method
performed better than Hadoop as the data load increased.

5. Related work

There has been a variety of studies done by researchers
on MapReduce and heterogeneous environments. We begin by
summarizing some of the recent works here.

MapReduce frameworks such as Hadoop make an assumption
that they will be deployed in a homogeneous environment.
However, there are times where that assumption is untrue. Khalil,
Salem, Nassar, and Saad [23] identified three reasons why this
assumption may be broken. Firstly, it is often impossible or even
undesirable to have only one type of machine in a network.
Secondly, homogeneity is not satisfied by virtualized data centers.
Thirdly, scheduling decisions do not take into account differences
in workload characteristics for different jobs.

Overall, researchers [22–26] have noted that various aspects of
MapReduce’s performance is not as efficient as it could be within
a heterogeneous environment. There has been prior research into
improving data locality within the MapReduce environment. As
has been noted amongst the literature [4,27,28], data locality
has a large influence on MapReduce performance. From the
mappers perspective, researchers have studied how throughput
of MapReduce can be optimized during periods of heavy traffic.
Meanwhile developers of a locality aware reduce task scheduler
(LARTS) [28], noted that Hadoop did not schedule reducers using
any data locality optimization. The LARTS study focused on
reducing network traffic by identifying whether partition data
was on the same node, on the same rack or on a different rack
when scheduling a reducer.While LARTSwas shown to outperform
Hadoop reduce task scheduler for homogeneous environments, it
had no provisions for heterogeneous environments.

Another method to improve data locality in heterogeneous
environment is to focus on data placement [22,25]. In this scenario,
a large dataset is partitioned into data fragments and then
distributed across multiple heterogeneous nodes. The intent is
to ensure each node has a balanced processing load. For this
purpose, the researchers implemented a data reorganization and
data redistribution method within the HDFS. The purpose of this
method is to distribute more fragments near higher performing
nodes. As MapReduce executes on top of HDFS this method is
orthogonal to the one proposed in this paper which works above
the file system layer.

Research into onMapReduce clouds [26] looked at how locality
aware VM reconfiguration could be attained. The researchers took
a different approach to the problem of data locality, and modified
the computing environment based on the locality of the data.
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Fig. 12. Reduce completion time (a) low heterogeneity, vm = 2, (b) low heterogeneity, vm = 5, (c) high heterogeneity, vm = 2, (d) high heterogeneity, vm = 5.
Essentially, the researchers adjusted the computing capabilities of
individual VM’s in order to maximize utilization of resources.

Li et al. designed topology aware scheduling algorithms for
map tasks [29]. Extending the rack aware feature of the existing
scheduler, this work makes MapReduce scheduler aware of
network topology to provide one more level of caching. In such
design, a master node has information about the physical location
of the requesting client node to enhance resource provisioning. As
data locality is critical to map performance, many work have been
done to preserve locality via map scheduling or input replication.
Another prior study improved the locality of map and reduce
tasks in the cloud by locality-aware VM placement [30]. This
study proposes data and virtual machine placement strategies
accord to the cost of data shuffling between map tasks and reduce
tasks. The authors assumed that having prior knowledge about
the characteristics of MapReduce workloads before customers
execute them, the cloud scheduler could place data to the proper
physical machines using the workload information. According to
data layout, the VM scheduler places VMs to the physical systems
with the corresponding input data.

One of the benefits of MapReduce is that it is fault tolerant,
that it handles these faults automatically and that it keeps its fault
tolerant implementation hidden from the programmer. However,
whenHadoop is deployed in a heterogeneous environment, certain
assumptions are false. Consequently, faultsmaybe detected falsely,
or it may respond with an under correction or overcorrection. One
of themethods employed byMapReduce to handle faults is known
as speculative execution. Speculative execution is a method that
detects a slow task, and then duplicates that task on another node.
A task can be slow for many reasons. For instance the node the
task is running on may underperform due to a hardware fault or
due tomisconfiguration. How to determinewhich node is slow and
when to trigger speculative execution has been a subject of several
papers [31–34].

6. Conclusion

This paper is based on MapReduce and the Hadoop framework.
Its purpose is to improve the performance of MapReduce
distributed application when executing in a heterogeneous
environment. By dynamically partitioning input data being read
by map tasks and by judicious assignation of reduce tasks based
on data locality using a Virtual MachineMapper. Furthermore, this
paper presents an optimization of this method called a Load Aware
Virtual Machine Mapper.

Simulation and experimental results show an improvement
in MapReduce performance, improving data locality by 33% and
optimizing total completion time by 41%. Furthermore, using the
Load Aware Virtual Machine Mapper there was additional 13%
improvement in reduce phase completion time.

In future research, this work can be expanded to dynamically
determine the number of reducers deployed on the MapReduce
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Fig. 13. Total completion time (a) low heterogeneity, vm = 2, (b) low
heterogeneity, vm = 5, (c) high heterogeneity, vm = 2, (d) high heterogeneity,
vm = 5.

a

b

Fig. 14. Total completion time with load aware optimization: (a) Best fit method.
(b) Priority method.

environment. This is an important topic, which analyzes the
cost–benefits of increasing the number of reducers, and compares
whether the impact on performance justifies the amount of
computing resources used. Furthermore, this study has showed
some encouraging results and it is hoped that this work can be
ported from a simulated environment to a physical platform.
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