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Abstract

Recently, denial-of-service (DoS) attack has become a pressing problem due to the lack of an efficient method to locate
the real attackers and ease of launching an attack with readily available source codes on the Internet. Traceback is a subtle
scheme to tackle DoS attacks. Probabilistic packet marking (PPM) is a new way for practical IP traceback. Although PPM
enables a victim to pinpoint the attacker’s origin to within 2–5 equally possible sites, it has been shown that PPM suffers
from uncertainty under spoofed marking attack. Furthermore, the uncertainty factor can be amplified significantly under
distributed DoS attack, which may diminish the effectiveness of PPM. In this work, we present a new approach, called
dynamic probabilistic packet marking (DPPM), to further improve the effectiveness of PPM. Instead of using a fixed mark-
ing probability, we propose to deduce the traveling distance of a packet and then choose a proper marking probability.
DPPM may completely remove uncertainty and enable victims to precisely pinpoint the attacking origin even under
spoofed marking DoS attacks. DPPM supports incremental deployment. Formal analysis indicates that DPPM outper-
forms PPM in most aspects.
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1. Introduction

In recent years, denial-of-service (DoS) attack
has become a pressing problem on the Internet
[1–6]. As opposed to other types of attacks, DoS
attacks do not alter, delete or steal information
stored on victims’ systems, but prevent legitimate
access to services normally provided by victims. In
February 2000, Yahoo, was held back by DoS
attacks for over 12 h. Many DoS attacks (e.g., eBay,
.
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Amazon, and other .com sites) occurred before and
after the Yahoo’s incident. DoS attacks have
become more prevalent recently due to the lack of
an efficient method to locate the real attackers and
ease of launching an attack with readily available
source codes on the Internet. Research work
observes that there were 12,805 attacks on over
5000 distinct hosts belonging to more than 2000 dis-
tinct organizations during a three-week period [7].
Even worse, recent reports indicate that hackers
have developed tools to launch an attack simulta-
neously from many separate sources . This is the
so called distributed denial-of-service(DDoS) attack
[8,5,9]. As the Internet attracts more and more
applications, coping with DoS has become an
important issue.

Most work on solutions to DoS attack has fol-
lowed two directions: One is to tolerate the attack
by mitigating its effect on the victim [10–12]. The
other is to attempt to locate the origin of the attack
and, hopefully, to stop the attack at the source. The
process of identifying the machines that directly
generate attack packets and the network paths these
packets follow is called the traceback problem [13].
Traceback is a subtle scheme to tackle DoS attacks.
If it can provide us with a precise attack origin, then
we may apply some proper actions to stop attacks
completely; even incomplete or approximate infor-
mation is valuable, since the closer packet filtering
is applied to the attack source the more we are able
to control and contain attacks.

It is surprisingly difficult to determine the origin
of attacks on the Internet due to the characteristics
of IP routing: each packet is routed independently
to its destination, and moreover, attackers routinely
disguise their origin using an incorrect or ‘‘spoofed’’
address in the IP source address field. Much
research work has been done on the traceback
problem [13–17]. Recently, Savage et al. [13] have
proposed the probabilistic packet marking (PPM)
as a network support for practical IP traceback.
In their work, each router probabilistically marks
packets with path information as they pass by. By
collecting a certain number of packets, a victim is
able to identify the network path(s) traversed by
attack traffic without requiring interactive assis-
tance from outside network operators. Traceback
is a game between the victim and the attacker.
Under PPM, the victim may raise the marking prob-
ability in order to collect path information with the
least number of packets. On the other hand, the
attacker may choose to spoof marking field and/or
source address to lessen the effectiveness of PPM.
Park and Lee [18] have shown that PPM suffers
from uncertainty under spoofed marking attack,
which may impede traceback by the victim. Their
interesting findings are as follows: With PPM, the
victim can pinpoint the attacker’s address to within
2–5 equally possible sites under a single source DoS
attack. However, under DDoS attack, the uncer-
tainty introduced by the attacker will be
significantly amplified, which may diminish the
effectiveness of PPM.

In this work, we present a new approach, called
dynamic probabilistic packet marking (DPPM), to
further improve the effectiveness of PPM. By deduc-
ing the traveling distance of each packet and then
assigning a proper marking probability, DPPM
may completely remove uncertainty even under
spoofed marking DoS attack. With support from
hosts and routers in the Internet community,
DPPM enables any victim to precisely pinpoint
the attacking origin under spoofed marking DoS
attacks. The number of packets required by DPPM
to reach its conclusion is much less compared to
that of PPM. Moreover, our proposed DPPM can
be applied to DDoS attacks and still leaves a very
limited uncertainty.

The rest of this paper is organized as follows:
Section 2 contains an introduction to PPM. We
present our DPPM and its implementation issues
in Section 3. Performance analysis of DPPM is
given in Section 4. In Section 5, we examine DPPM
under attacks with spoofed TTL values. Section 6
compares the performance of PPM and DPPM in
the presence of legacy routers. Related work is dis-
cussed in Section 7. Finally, a summary and
remarks are given in Section 8.

2. Preliminaries

One feature of the Internet Protocol (IP) is that
the source host itself fills in the IP source address
field before it sends any packet. It has been long
understood that this permits anonymous attacks.
Packet marking [15,13] is one way to enable IP
traceback, whereby each router puts some path
information as packets are forwarded to their desti-
nations. By collecting a certain number of packets, a
victim is able to identify the network path(s) tra-
versed by attacking packets. Probabilistic packet
marking (PPM) is one of the most prominent
methods for traceback in DoS attack. In this
section, we will briefly review PPM.



Fig. 1. Leftover probability (a1) for r1.
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2.1. Probabilistic packet marking

A traceback can be divided into marking and
reconstruction phases. During the marking phase,
each router marks packets with partial path infor-
mation with a probability p, as they pass by. A
victim performs the reconstruction, where it uses
the path information recorded in the packets to cre-
ate a network graph leading back to the source or
the sources of an attack. Node append, node sam-
pling, and edge sampling are three different schemes
for recording path information. Savage et al. [13]
proposed to use edge sampling and distance as path
information, where an edge instead of the individual
node in the path and the distance measured from the
marking router to the victim are recorded in pack-
ets. Interested readers should refer to [13] for more
details regarding packet marking and path recon-
struction procedures.

2.2. Issues in choosing probability

Traceback is a game between attackers and vic-
tims. Attackers may use spoofing and may limit
the number of attacking packets to hide their iden-
tity. On the other hand, victims may choose a
proper marking scheme to pinpoint the attacker(s).
In the following, we will argue that it is very difficult
for victims to determine a proper marking probabil-
ity for efficient PPM, since many issues are involved.

Consider an attack path A ¼ ða; r1; r2; . . . ; rD; vÞ,
where a and v denote the attacker and the victim of
a DoS incident, and ri (i = 1,2, . . . ,D) denote D rou-
ters in the attack path.

2.2.1. At-least-one-marking per router
Let pi represent the marking probability of router

ri. Define the leftover probability for router ri,
denoted by ai, to be the probability that an attack-
ing packet has lastly been marked at router ri and
nowhere further down the path. For victim v, ai is
the probability that allows v to learn that router ri

is on the attack path by examining this arriving
packet. It can be shown that

ai ¼
pi

QD
j¼iþ1

ð1� pjÞ for 1 6 i < D;

pD for i ¼ D:

8><
>: ð1Þ

All routers have a fixed marking probability p under
PPM. Through Eq. (1), we have

ai ¼ pð1� pÞD�i for 1 6 i 6 D: ð2Þ
Therefore, the leftover probability is geometrically
smaller the closer it is to the attacker, i.e.,

a1 < a2 < � � � < aD:

In other words, route r1 has the least chance
whereas route rD has the biggest chance to pass its
marking to victim v. The victim v has no way to find
out that route ri is on the attack path if none of the
arriving packet carries a marking left by ri. There-
fore, the victim must collect at-least-one-marking
from each router along the attack path in order to
construct the attack path. Let N denote the total
number of attack packets (attack volume) from an
attacker to a victim. To satisfy the requirement of
at-least-one-marking per router, any successful
traceback by PPM requires that

Na1 ¼ Npð1� pÞD�1 P 1: ð3Þ

Fig. 1 shows the values of a1 (leftover probability
for r1) with respect to p and D. It can be seen that
a1 is a bell shape function of p. Moreover, one can
show that its peak value occurs at p = 1/D. Since
D (the number of routers between a and v) is usually
not known to victims, it is difficult for users to deter-
mine the optimal marking probability in advance.
One approach is to choose a small p as suggested
by Fig. 1. However, a subtle attacker may reduce
his/her attack volume in order to shrink the range
of feasible p for a successful traceback.

2.2.2. Spoofed packets
The probability that a packet arriving at the vic-

tim without any marking inscribed by any router
along the path (unmarked probability) is

a0 ¼ ð1� pÞD; ð4Þ
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which is obtained by

1�
XD

i¼1

ai:

In addition to spoof source address, attackers may
spoof the marking field with a false value in order
to hide themselves or the attack path. This is re-
ferred to as spoofed marking attack. If a packet is
not marked by any router along the path, the mark-
ing field spoofing may cause false information dur-
ing the traceback. The unmarked probability is a
measure of the effect of spoofed marking attack.
Fig. 2 shows the unmarked probability (a0) for a
packet with respect to p and D. It is clear that a0

is a decreasing function of p.

2.2.3. Uncertainty

Packets with spoofed marking field also intro-
duce uncertainty in traceback, which was first stud-
ied by Park and Lee [18]. Fig. 3 helps us to grasp the
idea of uncertainty. Consider an attack path
A ¼ ða; r1; r2; . . . ; rD; vÞ. Attacker a may choose to
Fig. 2. Unmarked probability (a0).
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Fig. 3. Forgeable paths.
spoof the marking field with the edge (u1, r1). If this
spoofed packet is not marked by any router along
the attack path, victim v may conclude that u1 is
the source of attack, since the packet is indistin-
guishable from the real packets originating at u1

and arriving at v. Similar conclusions may be drawn
for u2,u3, . . . and um.

Hence, a traceback may give m false sources of
attack in addition to the real one (i.e., attacker a).
The uncertainty factor (denoted by m) is the number
of false attack sources (other than the real one)
identified by a traceback [18]. To maximize entropy,
attacker a sends spoofed packets with marking field
(ui, r1), where 1 6 i 6 m, as if they are from m differ-
ent sources, each with the same probability.

We have learned that router r1 has the least
leftover probability among all routers. The best
scenario that attack a can expect is that all spoofed
packets are unmarked and these packets appear as
marked by route r1 when they arrive at victim v.
This results in

ma1 ¼ a0: ð5Þ

Therefore, for a given marking probability p, the
maximal uncertainty factor of a DoS attack has
been shown [18] to be

m ¼ 1

p
� 1; ð6Þ

which is obtained by solving Eq. (5).
We can see that uncertainty decreases as p

increases. Therefore, users tend to choose a large p

in order to diminish the effect of spoofed packets.
In fact, the victim may choose p = 1 to try to com-
pletely eliminate the uncertainty. However, trace-
back by PPM would not work under this condition,
since under such a condition all packets arriving at
the victim would bear the marking of the last router
(rD) on the attack path.

The uncertainty is a key issue in a successful
traceback. A determinant factor of uncertainty is
the marking probability (p). The victim tries to min-
imize uncertainty with a large p, while the attacker
tries to maximize uncertainty with various spoofed
packets. Moreover, as mentioned above, the
at-least-one-marking per router constraint (Eq.
(3)) also affects the victim’s choice of p. The higher
the value p the victim chooses, the higher a value N

is required for a successful traceback. However, the
attacker controls the value N.

Analyzing the uncertainty of PPM under DDoS
attack is more complicated. Given a desired attack
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volume N, the attacker may mount M separate
attacks each with N/M packets in a DDoS attack.
Even without spoofed packets, the victim needs to
detect M attack paths. With spoofed packets, uncer-
tainty will be amplified through DDoS attack. It has
been shown in [18] that a large M results in a high
amplification. Thus, PPM has a very limited appli-
cation in the case of DDoS attack due to the ampli-
fication of uncertainty.
3. Dynamic probabilistic packet marking

PPM uses a fixed probability in marking packets.
As we have seen in Section 2.2, a small p would enable
a traceback with a low attack volume (N). However, a
small p would lead to a large uncertainty. The major
cause of this conflict is the uneven leftover probability
for routers along the attack path. In the following, we
will present a new packet marking scheme based on
dynamic probability, called dynamic probabilistic
packet marking (DPPM), where the marking proba-
bility of a packet is determined dynamically as a func-
tion of traveling distance of the packet.

One approach to minimize the number of packets
required for a successful traceback is to maintain a
uniform leftover probability for all routers on the
attack path. In addition, the uncertainty introduced
by spoofed marking may be removed completely if
every packet is marked at least once along the
attack path. Our proposed DPPM meets both
conditions.

To achieve a uniform leftover probability, rou-
ters should decrease the marking probability as a
packet travels along the path. Instead of a fixed p,
under DPPM, each router uses a different marking
probability to mark packets. A router chooses a
high marking probability if the packet is just sent
out from its source. On the other hand, a route
chooses a low marking probability if the packet is
far away from its source. More precisely, our pro-
posed DPPM works in the following way: For a
given attack path, let i (1 6 i 6 D) be the traveling
distance of a packet w from its source. Router ri

chooses its marking probability

pi ¼ 1=i

to mark packet w. One question that needs to be an-
swered is: for each arriving packet, how can a route
determine its traveling distance from its source? We
will answer this in the following section.
3.1. Determination of distance

Our dynamic marking scheme is based on the trav-
eling distance of a packet from its source (origin).
One challenge we have to face is how to determine
the traveling distance of each packet. Our solution
lies in the Time-to-live (TTL) value in the IP header.
The TTL serves two purposes. It limits the lifetime of
an IP datagram, and it also terminates internet rout-
ing loops. The source node of a packet sets the TTL
value to a default initial number, which is system
and protocol dependent. Some default TTL values
for various systems and protocols are shown in
Appendix A. They were compiled from [19,20] and
from some of our experiments.

As a packet travels through routers on the net-
work, each router decrements TTL by one [21].
Routers drop any packet with a value of zero in
its TTL field. If a router knows the initial TTL value
of a packet, then the traveling distance of that
packet could be calculated accordingly. One ques-
tion remains: how can a router find out the initial
TTL value for every packet passing by? One
solution to this is to require all hosts to use the same
initial TTL value as defined by assigned numbers
[22]. For all systems to comply with this request
may take time. However, a further look at Appen-
dix A leads us to a quick solution, which also
enables incremental deployment of our scheme.
Although systems may use different TTL values in
different protocols, Appendix A shows that most
initial TTL values fall in the set of S ¼
f32; 64; 126; 255g. Recent studies [23–25] have
shown that very few packets travel more than 25
hops (routers). Hence, the most likely initial TTL
value for a packet with a TTL value of 47 is 64.
In addition, this packet is most probably at a dis-
tance of 17 (64 � 47) from its origin. Therefore, a
router can deduce the initial TTL value of any
packet in the following way: Let t be the TTL value
of a packet arriving at a router. Its initial TTL value
should be the least value in set S that is equal to or
greater than t. More precisely, let s be the size of S.
We sort all members in S in an increasing order,
and express S as

S ¼ fvij1 6 i 6 s and vi < vj for 1 6 i < j 6 sg:

Then, the most probable initial TTL value (denoted
by t0) for a packet with a TTL value of t arriving at
a route is

t0 ¼ vi such that vi 2 S and vi�1 < t 6 vi: ð7Þ
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3.2. Leftover probability and uncertainty

Leftover probability is a good measure for effec-
tiveness of a traceback. We now proceed to evaluate
it for DPPM. Recall that the marking probability of
a packet at route ri on attack path A is pi = 1/i
where i is the traveling distance of that packet from
its source for i = 1,2, . . . ,D. It can be seen that

aD ¼ 1=D; ð8Þ
since no router follows rD along the path. The left-
over probability for other routers can be computed
by Eq. (1):

ai ¼ pi �
YD

j¼iþ1

ð1� pjÞ

¼ pi � ð1� piþ1Þ � ð1� piþ2Þ � � � ð1� pDÞ

¼ 1

i
� 1� 1

iþ 1

� �
� 1� 1

iþ 2

� �
� � � 1� 1

D

� �

¼ 1

D
for 1 6 i < D: ð9Þ

Therefore, by Eqs. (8) and (9), each router along the
attack path has the same probability to leave its
marking in every packet that arrives at the victim.
In other words, the victim has an equal probability
to obtain each router’s information along the path
despite their distance from the victim. This is a
subtle feature of our DPPM, which will be referred
to as constant leftover probability. Fig. 4 compares
the leftover probabilities of PPM with various p
and DPPM where D = 20. We have seen in Section
2 that spoofed marking may introduce uncertainty
in PPM. There are D routers in the attack path.
Each one has a leftover probability of 1/D. There-
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Fig. 4. A comparison of leftover probability for PPM and
DPPM.
fore, the unmarked probability for any packet under
DPPM is zero, i.e.,

a0 ¼ 0: ð10Þ

The uncertainty of DPPM is obtained by solving Eq.
(5). Since the unmarked probability is zero under
DPPM, we conclude that the uncertainty is also zero
under DPPM. This means that there is no uncertainty
in DPPM, since each packet got a legitimate marking.
Therefore, the effectiveness of our DPPM will not be
affected by packets with spoofed markings.

3.3. Implementation

The only difference between DPPM and PPM is
their marking probability. Since implementation
issues for PPM have been extensively studied, for
example, in [15,13,26,27], we will move our focus
to the IPv6 environment and point out one feasible
way to implement DPPM.

The traveling distance of a packet is determined
by its TTL value. The TTL in IPv6 has a different
name: hop limit, which serves the same purpose
and works the same way as in IPv4. Since IPv6 sup-
ports variable header length, we may choose to
record all routers traveled in the IP header.
However, this would impose a large overhead for
traceback. Therefore, we propose to follow PPM
by employing a fixed length marking. Savage et al.
[13] proposed to overload the identification field in
the IP header for the marking. There is no identifi-
cation or similar field available in the IPv6 basic
header to carry the marking. However, IPv6
supports extension headers for additional function-
ality [28]. The hop-by-hop header is one choice to
carry the marking information. Options in the
hop-by-hop extension header are represented in
type-length-value (TLV) format [28]. Once we define
a new option type for DPPM, a marking informa-
tion can be encoded into the TLV format.

4. Performance analysis

In this section, we will further compare the per-
formance of DPPM to PPM. Almost all of our find-
ings indicate that DPPM is superior to PPM.

4.1. Minimal number of packets required for a

traceback

To satisfy the requirement of at-least-one-mark-
ing per router, a victim needs to collect a certain



Table 1
Minimal numbers of packets required by PPM and DPPM

PPM D m

p 10 15 20 25 30

0.01 110 116 122 128 134 99
0.02 60 67 74 82 90 49
0.04 37 45 55 67 82 24
0.06 30 40 55 74 101 14.67
0.08 27 41 61 93 141 11.5
0.10 26 44 75 126 213 9
0.20 38 114 347 1059 3232 4
0.30 83 492 2925 17,400 103,523 2.33
0.35 138 1189 10,247 88,311 761,106 1.86

DPPM 10 15 20 25 30 0
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number of packets. The minimal number of packets
required for a successful traceback by both PPM
and DPPM, denoted by Nppm and Ndppm, respec-
tively, depends on the leftover probability. To fulfill
at-least-one-marking per router, PPM imposes (cf.
Eq. (3)) that Nppmp(1 � p)D�1 P 1. Thus, for a fixed
p and D, PPM requires

Nppm P
1

pð1� pÞD�1
: ð11Þ

On the other hand, we learned from Eqs. (8) and (9)
that ai = 1/D for all routers on the attack path.
Therefore, we conclude that

Ndppm P D ð12Þ

for DPPM. In fact, there is a difference between the
minimal number of packets (Nppm) and its expected
value. Savage et al. [29,13] have shown that the
expected value of Nppm is

EðNppmÞ 6
ln D

pð1� pÞD�1
;

which is derived by using the least leftover probabil-
ity (a1) and the model of the coupon collecting prob-

lem [30, Chapter 8] . When using DPPM, we have a
fixed leftover probability for all routers. Therefore,
we can also apply the coupon collecting model
and obtain the expected value of Ndppm to be

EðNdppmÞ � D ln D:

It can be seen that the difference between the mini-
mal number of packets and its expected value is a
factor of lnD for both PPM and DPPM. For sim-
plicity, we will in the following consider the minimal
number of packets instead of its expected value. Ta-
ble 1 displays some numerical values of Nppm and
Ndppm for certain setups. The table clearly shows
that DPPM always needs a lower number of packets
to get its job done. The difference between PPM and
DPPM increases if a lower uncertainty is preferred
when employing PPM.

4.2. Uncertainty

It has been shown in [18] that the maximal uncer-
tainty of PPM is m = 1/p � 1. We have seen in Sec-
tion 3.2 that the unmarked probability is zero (i.e.,
a0 = 0) for DPPM, and hence there is no uncer-
tainty. In other words, we have

m ¼ 0 ð13Þ
for DPPM under the spoofed marking attack. This
suggests that DPPM enables us to pinpoint the
exact attacker under DoS attack. On the other
hand, under the spoofed marking attack PPM
may give a few sites for the possible attacker. The
last column in Table 1 displays uncertainty values
for some PPM setups.

4.3. Overhead on routers

Each marking poses some cost to a router. We
now proceed to compare the overhead (with respect
to no marking) of PPM and DPPM. It is expected
that a marking generated by DPPM costs more than
one generated by PPM, because DPPM needs to
find the traveling distance of the packet in order
to determine its marking probability. However, this
is not necessarily true, because routers have to
examine and decrease the TTL value by one for
each arriving packet. The traveling distance of a
packet (hence, marking probability) can be obtained
by a table lookup when routers examine the TTL.
Therefore, the cost difference between a marking
generated by DPPM and one generated by PPM is
very small. Both can be achieved in about the same
amount of time. For simplicity, we use number of
markings performed as our measurement for
overhead.

Let us consider a DoS attack with D routers
between the attacker and the victim. We examine
two types of overhead: The individual overhead is
the cost experienced by a route along the attack
path. The total overhead is the total cost summed
over all D routers.

Let oppm and odppm denote the individual over-
head of PPM and DPPM, respectively. Under
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PPM, each router uses a fixed probability p to mark
packets. If there are N packets in a DoS attack, the
individual overhead for each router is

oppm ¼ Np: ð14Þ
On the other hand, under DPPM, router ri uses a
probability of 1/i to mark packets, where
i = 1,2, . . . ,D. Therefore, the individual overhead
for router ri is

odppm ¼ N=i: ð15Þ
Fig. 5 compares the individual overheads of PPM

and DPPM, where N = 100,000, D = 25 and
p = 0.35. It can be seen that all routers under
PPM have the same individual overhead. On the
other hand, the first two routers under DPPM suffer
a high overhead. However, it drops very rapidly.
The high overhead for the first two routers can be
viewed as an advantage of DPPM, since any router
experiencing a sudden surge of workload may indi-
cate some sort of DoS attack. Hence, proper action
can be taken at the first place. In general, for a fixed
marking probability, the individual overhead of
PPM remains a constant value; however, the indi-
vidual overhead of DPPM is inversely proportional
to its traveling distance from the attacker as indi-
cated by Eqs. (14) and (15).

The total overhead is the price paid by all routers
along the attack path. In general, the total overhead
is a cost index of the Internet community to perform
marking for traceback. Let Oppm and Odppm denote
the total overhead of PPM and DPPM, respectively.
There are D routers in an attack path. Therefore, we
have

Oppm ¼ NpD: ð16Þ
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Fig. 5. A comparison of individual overheads.
For DPPM, the total overhead is obtained by sum-
ming over all D terms:

Odppm ¼ N
1

1
þ 1

2
þ 1

3
þ � � � þ 1

D

� �
¼ NH D; ð17Þ

where HD is the Dth harmonic number (see, for
example, [30, Section 6.3]). Table 2 compares the to-
tal overhead of PPM and DPPM, where the over-
head has been normalized to the number of times
(frequency) each packet has been marked in the net-
work. The normalized total overhead is defined as
the ratio of the total overhead (Oppm or Odppm) to
the attack volume (N). This is because the value of
N is controlled by the attacker, which is not known
to the network routers. The uncertainty factor
of PPM also depends on p. The last column in
Table 2 shows the uncertainty for our reference.

Some interesting points deserve our attention.
First, for a fixed attack path length (D), the total
overhead of PPM (Oppm) increases linearly with p,
whereas the total overhead of DPPM (Odppm)
remains fixed. This is captured by Eqs. (16) and
(17). Second, in order to lower the total overhead,
one tends to choose a small p. However, this also
introduces a large uncertainty, which becomes a
major challenge to the application of PPM. Finally,
Oppm will be larger than Odppm if we want to keep
uncertainty to be less than 2.33 (i.e., p P 0.3).

4.4. Distributed DoS attack

Given a desired attack volume N, an attacker
may mount a DDoS attack from M different sites
each with a volume of N/M. Although this may be
considered as M separate DoS attacks, two issues
Table 2
Normalized total overhead and uncertainty of PPM and DPPM

PPM D m

p 10 15 20 25 30

0.01 0.1 0.15 0.2 0.25 0.3 99
0.02 0.2 0.3 0.4 0.5 0.6 49
0.04 0.4 0.6 0.8 1 1.2 24
0.05 0.5 0.75 1 1.25 1.5 19
0.0667 0.67 1 1.33 1.67 2 13.99
0.10 1 1.5 2 2.5 3 9
0.20 2 3 4 5 6 4
0.30 3 4.5 6 7.5 9 2.33
0.35 3.5 5.25 7 8.75 10.5 1.86
0.40 4 6 8 10 12 1.5
0.50 5 7.5 10 12.5 15 1

DPPM 2.93 3.32 3.60 3.82 4.00 0
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deserve our further attention. In general, users of
PPM will choose a large p to ease the uncertainty
problem. For a crafty attacker, he/she would choose
to mount a DDoS attack from a large number of
sites in order to hide himself/herself. Under PPM,
with a fixed probability p and attack volume N,
the attack volume from each site (N/M) may fall
below the constraint of at least one marking per
router (Nppm), which makes the DDoS attack
become untraceable. Therefore, PPM may not be
able to get its job done if its marking probability
is not adjusted accordingly and properly. Adjusting
p properly to the network conditions is a major
challenge to the application of PPM. On the other
hand, DPPM performs much better, since its Ndppm

is much less than that of PPM (cf. Table 1) and no
human attention is needed to adjust marking
probability.

As we just saw when using PPM one needs to
lower p in order to combat DDoS attacks. This also
causes an amplification effect [18], where the uncer-
tainty induced by a DDoS with a total of N attacking
packets from M different sites is amplified by some
factor with respect to a DoS attack with N packets.
It has been shown in [18] that the amplification could
be up to 20 if the attack path length is sufficiently
large. Since there is no uncertainty in DPPM, DPPM
suffers no amplification under DDoS attacks.

5. Challenge on spoofed TTL value attack

We have learned that the performance of DPPM
will not be affected by spoofed marking field. A sub-
tle attacker may observe one possible weakness of
the DPPM: the marking probability of any packet
is completely determined on its traveling distance
from its origin, which is equivalent to the TTL value
of that packet. By spoofing the initial TTL value of
a packet, any attacker may have a chance to defeat
the DPPM. For example, by sending a packet with a
TTL value of 129, a crafty attacker would definitely
get away without any trace, since the router would
deduce that the packet is at a distance of 126
(= 255 � 129) from its origin and marks the packet
with a probability of 1/126. In the following we will
discuss how to prevent this new spoofed TTL value

attack.

5.1. Unified initial TTL

A router examines and decreases the TTL value
by one when it forwards a passing packet [21]. To
thwart the spoofed TTL value attack, we propose
a unified initial TTL value, denoted by T0. Each
machine should set the TTL value to T0 when it
sends an IP packet. If a router sees a packet with
a TTL value greater than T0, it should rewrite the
TTL value as T0 and mark this packet as it is at a
distance of 1 from its origin. It is clear that only
attackers or compromised routers could set a TTL
value greater than T0 if all systems comply with
the unified initial TTL value rule. The best way to
handle such a packet is to view it as one hop away
from its attacker and mark it with a probability of
1. A good choice for T0 would be 32, since studies
have shown that most applications on the Internet
are within this limit [23–25]. In the following, we
will show that DPPM still provides a uniform left-
over probability and suffers very little uncertainty
under the spoofed TTL value attack.

5.2. Minimal number of packets required for
traceback

With a unified initial TTL value, attackers still
may try to beat DPPM by sending packets with
spoofed TTL values. However, they should choose
TTL values smaller than T0, otherwise the attack
will be detected and corrected as we mentioned
before. Assume that an attacker sends a packet with
a spoofed TTL value that is by z smaller than T0

through an attack path A, whereby 0 6 z < T0,
i.e., TTL = T0 � z. No router can distinguish such
an attacking packet from normal ones. Router r1

views this packet as originated at 1 + z hops away
and consequently marks it with a probability of
p01 ¼ 1=ð1þ zÞ. Similarly, router ri (1 6 i 6 D) will
mark this packet with a probability of

p0i ¼
1

iþ z
: ð18Þ

The leftover probability for routers can be calcu-
lated similarly as in Eq. (9). Hence, we have

a0i ¼
1

Dþ z
: ð19Þ

Eq. (19) indicates that all routers still have a uni-
form leftover probability under the spoofed TTL
value attack. Moreover, the expected minimal num-
ber of packets required for successful traceback,
denoted by N 0dppm, can be obtained immediately
from Eq. (19). Thus, we have

N 0dppm P Dþ z; ð20Þ
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Fig. 6. A comparison of minimal numbers of packets required by
PPM and DPPM.
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Fig. 7. A comparison of uncertainty of PPM and DPPM under
spoofed TTL value attack.
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Fig. 8. A comparison of total overheads of PPM and DPPM.
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which is an increase of z compared to Eq. (12).
Fig. 6 compares the minimal numbers of packets re-
quired for traceback by PPM and by DPPM, where
we fix D to 20 and z to 12. The figure clearly shows
that DPPM still needs a lower number of packets to
get its job done even under the spoofed TTL value
attack. By Eqs. (18) and (19), both the marking
and the leftover probability decrease under the
spoofed TTL value attack. This would be an advan-
tage for DPPM, since both individual and total
overhead decrease. However, we have to pay such
an advantage with the price of a little uncertainty.
In the following, we will show that DPPM suffers
an uncertainty of z under the spoofed TTL value
attack.

5.3. Uncertainty and overhead

The unmarked probability is no longer zero
under DoS attack with spoofed TTL values. With
the new leftover probability (Eq. (19)), the
unmarked probability is

a00 ¼ 1�
XD

i¼1

a0i ¼
z

Dþ z
; ð21Þ

which is no longer zero. This suggests that DPPM
will suffer from the spoofed TTL value attack. With
leftover and unmarked probabilities (Eqs. (19) and
(21)), the uncertainty can be obtained by solving
Eq. (5), i.e., by solving

m0
1

Dþ z
¼ z

Dþ z
:

Therefore, we have

m0 ¼ z: ð22Þ
In other words, DPPM may suffer an uncertainty of
z under a spoofed TTL value attack combined with
spoofed marking, where z is the difference between
T0 and the spoofed packet’s TTL value. It is clear
that an upper bound for uncertainty is T0. However,
a tighter upper bound for uncertainty is T0 � D,
since no attacking packet can reach the victim if
its initial TTL value is set below D. On the other
hand, the lower bound for z is 0. Fig. 7 compares
the uncertainty of PPM and DPPM, where we fix
D to 20 and z to 12. We see that DPPM outperforms
PPM for p less than 0.077 even in the worst case
(z = 12) of DPPM. With Eq. (18), we can show that
the total overhead for DPPM (denoted by O0dppm)
under a spoofed TTL value attack is

O0dppm ¼ NðHDþz � H zÞ: ð23Þ

Fig. 8 compares the total overhead of PPM and
DPPM, where we fix D to 20, z to 0, 6 and 12. It
can be seen that the total overhead of DPPM
decreases as the value z increases. Furthermore,
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for p greater than 0.05, PPM suffers more total over-
head compared to DPPM with z being 12.

6. Legacy routers

Any proposed packet marking scheme should
allow incremental deployment and backward com-
patibility. In this section, we consider the robustness
of DPPM in the presence of legacy routers that do
not support packet marking. New routers imple-
menting our DPPM scheme will most likely be
deployed in clusters. In the following discussion,
we assume that each attack path consists of sev-
eral clusters interleaved with routers that do or do
not support packet marking. We will examine
unmarked probability and total overhead.

6.1. Unmarked probability

We first consider the case where an attack path
consists of two clusters of routers with DPPM
mechanism. Fig. 9 displays a schematic view, where
routers d0,d0 + 1, . . . ,d1 form cluster C1 and routers
d2,d2 + 1, . . . ,d3 form cluster C2. Routers in C1 and
C2 support packet marking whereas other routers
do not support packet marking. To account for
unmarked probability, we compute leftover proba-
bility first. It can be seen that

ad3
¼ 1

d3

;

since no router supports marking afterwards. The
leftover probability for router d3 � 1 is

ad3�1 ¼
1

d3 � 1
1� 1

d3

� �
¼ 1

d3

:

It can be shown that all routes in cluster C2 have the
same leftover probability, which is

ai ¼
1

d3

for d2 6 i 6 d3: ð24Þ

The leftover probability for router d1 is

ad1
¼ 1

d1

1� 1

d2

� �
1� 1

d2 þ 1

� �
� � � 1� 1

d3

� �

¼ d2 � 1

d1

1

d3

:

Fig. 9. Incremental deployment: 2 supporting clusters C1 and C2.
Similarly, leftover probabilities for all other routers
in cluster C1 can be derived as

ai ¼
d2 � 1

d1

1

d3

for d0 6 i 6 d1: ð25Þ

From Eqs. (24) and (25), we can see that a router in
cluster C1 has a larger chance to leave its marking
than any other router in cluster C2, since d2 > d1.
The main reason behind this is that none of the leg-
acy routers between d1 and d2 overwrites the mark-
ing. There are (d1 � d0 + 1) and (d3 � d2 + 1)
routers in cluster C1 and C2, respectively. Therefore,
the expected marking probability (denoted by a) for
any packet arriving at the victim is

a ¼ ðd1 � d0 þ 1Þ d2 � 1

d1

1

d3

þ ðd3 � d2 þ 1Þ 1

d3

:

Consequently, the unmarked probability is

a0 ¼
d0 � 1

d1

d2 � 1

d3

; ð26Þ

which is obtained by 1 � a.
Let us consider a special case where cluster C1

starts with router 1, i.e., d0 = 1. From Eq. (26),
the unmarked probability for any packet is exactly
0. This is the same feature we have come to know
in Section 3.2. An implication of this is that every
packet arriving at the victim carries a marking to
reveal its path, even though there are some routers
that do not support packet marking. This is quite
an advantage of DPPM over PPM. However,
DPPM will suffer from some unmarked probability
if cluster C1 does not start with router 1, i.e., router
1 does not support packet marking.

Fig. 10 shows the case where an attack path con-
sists of three clusters (C1, C2 and C3) of routers with
DPPM mechanism. We can show (in accordance
with what we did in the case of two clusters) that
the leftover probability is

ai ¼

1
d5

for d4 6 i 6 d5;

d4�1
d3

1
d5

for d2 6 i 6 d3;

d2�1
d1

d4�1
d3

1
d5

for d0 6 i 6 d1:

8>><
>>:

ð27Þ

The unmarked probability can be computed accord-
ingly as

a0 ¼
d0 � 1

d1

d2 � 1

d3

d4 � 1

d5

: ð28Þ

For an attack path consisting of n clusters of routers
that support the DPPM mechanism, we can show
that the unmarked probability will be



Table 4
Unmarked probability with legacy routers: 3 supporting clusters
with D = 30

PPM l

p 10(4,3,3) 15(5,5,5) 20(7,7,6)

0.01 0.9044 0.8601 0.8179
0.02 0.8171 0.7386 0.6676
0.04 0.6648 0.5421 0.442
0.06 0.5386 0.3953 0.2901
0.08 0.4344 0.2863 0.1887
0.1 0.3487 0.2059 0.1216
0.15 0.1969 0.0874 0.0388
0.2 0.1074 0.0352 0.0115
0.25 0.0563 0.0134 0.0032
0.3 0.0282 0.0047 0.0008
0.35 0.0135 0.0016 0.0002

DPPM 0.426 0.2138 0.1056

Fig. 10. Incremental deployment: 3 supporting clusters C1,C2 and C3.

Table 3
Unmarked probability with legacy routers: 3 supporting clusters
with D = 18

PPM l

p 6(2,2,2) 9(3,3,3) 12(4,4,4)

0.01 0.9415 0.9135 0.8864
0.02 0.8858 0.8337 0.7847
0.04 0.7828 0.6925 0.6127
0.06 0.6899 0.573 0.4759
0.08 0.6064 0.4722 0.3677
0.1 0.5314 0.3874 0.2824
0.15 0.3771 0.2316 0.1422
0.2 0.2621 0.1342 0.0687
0.25 0.178 0.0751 0.0317
0.3 0.1176 0.0404 0.0138
0.35 0.0754 0.0207 0.0057

DPPM 0.416 0.224 0.09

J. Liu et al. / Computer Networks 51 (2007) 866–882 877
a0 ¼
Yn

i¼1

d2i�2 � 1

d2i�1

;

where d2i�2 and d2i�1 are the indices of first and last
router for cluster i, respectively. Furthermore, we
can show that DPPM provides the following subtle
features: (a) all routers in the same cluster have the
same leftover probability; (b) routers in a cluster
closer to the attacker have a higher leftover proba-
bility than routers in a cluster farther away from
the attacker; and (c) the unmarked probability is
caused by legacy routers in front of the first cluster,
other legacy routers do not affect the unmarked
probability. Feature (a) indicates that, even in the
presence of legacy routers, DPPM maintains the
property of constant leftover probability (Eqs. (8)
and (9)). Feature (b) enables us to have a higher
chance to identify routers that are closer to the at-
tacker compared to those that are farther away.
This would allow us to immediately take some prop-
er action. Feature (c) suggests that boundary
routers should be our first choice for incremental
deployment of DPPM.

Recall that the marking probability for each rou-
ter in PPM is a fixed value. It can be shown that the
unmarked probability of PPM in the presence of
legacy routers is

a0 ¼ ð1� pÞl; ð29Þ
where l is the total number of routers supporting
PPM in the attack path. Tables 3 and 4 display
the unmarked probabilities of DPPM and PPM in
the presence of legacy routers, where the attack path
consists of 3 supporting clusters that are of (almost)
equal lengths as depicted in Fig. 10. We have
learned that DPPM may achieve a zero unmarked
probability in the best case, i.e., if the first support-
ing cluster starts with router r1. However, more gen-
eral cases should also be considered. In Table 3, we
consider an attack path of length 18. The notation
6(2, 2,2) means that there are 6 routers that support
packet marking and there are 2 routers in each of
C1, C2 and C3. The remaining 12 routers are evenly
divided into 4 clusters that do not support packet
marking. Similarly, in Table 4, we consider an
attack path of length 30. The notation 20(7, 7,6)
means that there are 20 routers that support packet
marking and the number of routers in C1, C2 and C3

are 7, 7, and 6, respectively. The remaining 10 rou-
ters are divided into 4 unsupporting clusters con-
taining 2, 2, 3, and 3 routers, respectively. We can
see that, in general, DPPM results in a smaller un-
marked probability compared to PPM with p being
less than 0.1. This indicates that DPPM will suffer
less by spoofed packets compared to PPM. On the
other hand, PPM may reduce the effect of spoofed
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packets when a large p is chosen. However, we have
to pay for this with a higher overhead and a larger
volume number (Nppm) in order to get the job done.

6.2. Total overhead

The total overhead of DPPM can be obtained by
summing the overheads of all supporting routers,
which can be expressed as

Odppm ¼ N
Xn

i¼1

ðH d2i�1
� Hd2i�2�1Þ;

where d2i�2 and d2i�1 are the indices of the first and
the last router for cluster i, respectively. On the
other hand, the total overhead of PPM can be
expressed as

Oppm ¼ Npl;
Table 5
Normalized total overhead with legacy routers: 3 supporting
clusters with D = 18

PPM l

p 6(2,2,2) 9(3,3,3) 12(4,4,4)

0.01 0.06 0.09 0.12
0.02 0.12 0.18 0.24
0.04 0.24 0.36 0.48
0.06 0.36 0.54 0.72
0.08 0.48 0.72 0.96
0.1 0.6 0.9 1.2
0.15 0.9 1.35 1.8
0.2 1.2 1.8 2.4
0.25 1.5 2.25 3.0
0.3 1.8 2.7 3.6
0.35 2.1 3.15 4.2

DPPM 0.799 1.335 2.040

Table 6
Normalized total overhead with legacy routers: 3 supporting
clusters with D = 30

PPM l

p 10(4,3,3) 15(5,5,5) 20(7,7,6)

0.01 0.1 0.15 0.2
0.02 0.2 0.3 0.4
0.04 0.4 0.6 0.8
0.06 0.6 0.9 1.2
0.08 0.8 1.2 1.6
0.1 1.0 1.5 2.0
0.15 1.5 2.25 3.0
0.2 2.0 3.0 4.0
0.25 2.5 3.75 5.0
0.3 3.0 4.5 6.0
0.35 3.5 5.25 7.0

DPPM 0.859 1.430 2.050
where l is the total number of routers supporting
PPM in the attack path. Tables 5 and 6 display
the total overhead of DPPM and PPM in the pres-
ence of legacy routers with 3 supporting clusters of
(almost) equal lengths. We can see that DPPM re-
sults in less total overhead compared to PPM with
p being greater than 0.1. Recall that a large p is
required by PPM in order to achieve a smaller un-
marked probability. Therefore, PPM still faces the
challenge of how to select a proper marking proba-
bility under legacy routers. This is similar to what
we saw in Section 4.

7. Related work

DoS attack is one of the hardest network security
problems [31], because it is simple to implement and
hard to prevent. Recently, Douligeris and Mitrok-
otsa [9] have done an excellent survey on attack
and defense mechanisms for DoS and DDoS. In
the following, we briefly review some other related
work. PPM for IP traceback is one subtle scheme
to thwart DoS attacks. The idea of DPPM, to adjust
the marking probability dynamically based on the
number of hops traveled (hop count), was first pro-
posed by Lee and Liu [32,33]. Independently, Peng
et al. [34] have introduced three schemes for adjust-
ing marking probability, one of which is exactly the
same as DPPM. However, they proposed to add a
special hop count field in order to deduce the hop
count, which obviously would introduce another
risk of spoofing attack. Jin et al. [35] have proposed
a hop-count filtering scheme against spoofed pack-
ets in DoS attacks, where the hop-count informa-
tion was also deduced from the TTL field.

Recent work on defending DoS attacks can be
classified into two approaches: router-based (inter-
mediate system) and end-system-based. In the
router-based approach, defence mechanisms are
installed at the routers in order to block, detect
and/or trace back attacking packets. On the other
hand, defence mechanisms are installed at the site
of the victim in order to block or thwart attacking
packets in the end-system-based approach.

Filtering and traceback are two common schemes
proposed for the router-based approach. Filtering
mechanisms rely on routers’ enhancements to detect
abnormal traffic pattern or malicious packets and
then to foil attacks. This solution operates in an
on-line fashion. Ingress filtering [36] is one way to
defend DoS by filtering malicious packets, where
routers are configured to block arriving packets
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with spoofed and/or illegitimate source addresses.
This is done most effectively on boundary routers,
where address ownership is relatively unambiguous.
It is known that attackers can get around the ingress
filtering by choosing legitimate border network
addresses at random. A more serious problem in
ingress filtering is that its effectiveness depends on
widespread deployment. However, most ISPs are
reluctant to implement this scheme due to adminis-
trative burden, router overhead and lack of benefits
from their immediate customers. Given the reach-
ability constraints imposed by routing and network
topology, the router-based distributed packet filter-
ing (DPF) [37] utilizes routing information to deter-
mine if an incoming packet is valid with respect to
its source and destination addresses. Experimental
results reported [37] that a significant fraction of
spoofed packets may be filtered out, whereas those
that escape the filter net can be localized to within
five candidate sites, which should be easy to trace
back. A much stronger source address checking
scheme was proposed in SAVE [38], a source
address validity enforcement protocol, where
routers establish and maintain valid incoming
source addresses. With this knowledge, routers can
filter out all packets with improper source
addresses. Similar to the ingress filter, the success
of SAVE hinges on its widespread deployment.

Traceback mechanisms attempt to establish a
procedure to track down attack source(s). This
can be done in either on-line or off-line fashion.
Input debugging and controlled flooding [14] are
two variations of link testing for on-line traceback.
Input debugging is a feature supported by many
routers, which allows a router to filter and identify
the input port of packets with a certain attack signa-
ture. The victim under attack must develop an
attack signature and send it (mostly via some other
channels, e.g., telephone) to its upstream router,
where the input debugging is applied. This process
is repeated recursively on the upstream routers.
Traceback by input debugging can be performed
either manually or automatically. It is known that
the input debugging suffers from considerable man-
agement overhead. With a pregenerated map of the
Internet, the controlled flooding [14] does not
require any support from network operators. This
scheme tries to flood links with large bursts of traffic
and observes how this perturbs traffic from the
attacker. By observing changes in the rate of attack
packets, the victim can therefore deduce which link
the packets are coming from. Controlled flooding
faces two shortcomings: it is a DoS by itself and it
requires any victim to have a good map of large
sections of the Internet.

ICMP traceback [16] is another proposal for
traceback. The main idea of this scheme is as fol-
lows: When forwarding packets, each router with
a low probability (e.g., 1/10,000) generates a special
traceback message that is sent along to the destina-
tion. The traceback message contains information
regarding the router that generates this message
and the adjacent router along the path to the
destination. With sufficient traceback messages
from sufficient routers along the path, the (attack)
packet source and (attack) path can be determined
by the destination (victim). One disadvantage of this
approach is that the ICMP traceback message may
itself be filtered in the Internet and never reach the
destination when under attack. To remedy this dis-
advantage Savage et al. [29,13] proposed PPM for
IP traceback, where the marking is embedded in
the packet itself. More precisely, they proposed to
overload the 16-bit IP(v4) identification field with
a path edge sampling marking. One implementation
issue of PPM is how to put the 64 bits edge sampling
into the IP identification field. Compressed edge
fragment sampling scheme has been proposed in
[29,13], where the marking was fragmented into
multiple packets in order to fit into the IP identifica-
tion field. By employing the technique of hashing on
routers’ addresses, Song and Perrig [27] presented
an advanced PPM scheme that can cut the marking
length to 16 bits, if every victim knows the map of
its upstream routers. One should note that our work
can be applied to both the original PPM [29,13] and
the advanced PPM proposed by Song and Perrig
[27].

In contrast to the router-based approach, the end-
system-based approach can be deployed immedi-
ately, since it does not require any support from
the Internet routers. This creates much incentive
for network servers (end systems) to implement this
approach. Some end-system-based approaches rely
on sophisticated resource management mechanisms
that must provide accurate resource accounting in
real-time. Escort [11] is a new architecture built on
the Scout operating system [39] with an end-to-end
resource accounting mechanism, which provides
protection against resource based DoS attack, such
as SYN floods. It works in the following three steps:
accounting for all resources consumed by every
principal, detecting which principal exceeds the
pre-defined limit, and reclaiming the illegitimately
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consumed resource. It can be seen that how to
reclaim consumed resource is the most crucial step
of a successful defence, since removal of the legiti-
mately consumed resource becomes a DoS attack
in its own right. To distinguish the illegitimately con-
sumed resource is a major challenge to Escort. The
HCF (hot-count filtering) [35] is a second scheme
for end-system-based approach, which detects and
discards spoofed traffic without any router support.
It utilizes the information of source address and
TTL value in the IP header for filtering. There are
two phases in HCF: the end-system builds an IP-
to-hop-count mapping table in the initial phase, then
the end-system filters out any arriving packet whose
source address does not match with the hop-count
stored in the IP-to-hop-count mapping table. The
idea to deduce the hop-count is similar to what we
utilize in DPPM. HCF faces two shortcomings: the
problem of building an accurate IP-to-hop-count
table in every end-system, and the possibility of
severely suffering from spoofed TTL value attack.

Recently, Yaar et al. [40] have presented the Pi
(Path identifier) marking scheme to defend against
DDoS attacks. This is a combination of route and
end-system-based approaches, where the Pi marking
is done by routers and the end-system does the fil-
tering based on the Pi marking. Each router leaves
some bits in the Pi marking field, which are part
of the router’s address. The TTL value in each
packet is used to determine what part of the router’s
address will be used in the marking. Hence, the Pi
marking in each packet contains a part of each
router’s address along the path when it reaches its
destination. Filtering is based on the assumption
that all the attack packets coming from the same
Appendix A. Some default TTL values

OS ICMP ICMP
Reply Request

Windows 95 32 32
Windows 98 128 32
Windows 98SE 128 32
Windows ME 128 32
Windows NT4.0 128 32
Windows 2000 128 128
Windows XP 128 128
FreeBSD 3.4 255 255
FreeBSD 4.0 255 255
FreeBSD 4.3 255 255
source should go through the same path and hence
carry the same Pi markings. To distinguish between
good and malicious identifiers, a learning phase is
first exercised on the victim. Then the victim applies
the filtering mechanism to defend the attacks. The
success of Pi marking hinges on the ability to distin-
guish between good and bad packets (identifiers),
which is exactly the goal of the learning phase.
However, it is known that Pi marking suffers from
a TTL wrapping attack [40].

8. Concluding remarks

Traceback is a subtle scheme to thwart DoS
attacks. PPM opens a new avenue for practical IP
traceback. Although PPM enables a victim to
pinpoint the attacker’s origin to within 2–5 equally
possible sites, it has been shown that PPM suffers
from uncertainty under the spoofed marking attack.
The uncertainty can be amplified significantly under
distributed DoS attack, which may diminish the
effectiveness of PPM.

In this work, we presented a new approach,
called DPPM, to further improve effectiveness of
PPM. DPPM may completely remove uncertainty
under a spoofed marking attack and enable a victim
to precisely pinpoint the attacking origin under a
DoS attack. Our proposed DPPM can be applied
to DDoS attacks with a very limited uncertainty.
A subtle feature of DPPM is that it allows incre-
mental deployment. Implementation issues on
IPv6 is addressed. Formal analysis indicates that
DPPM outperforms PPM in most aspects. We
believe that DPPM combined with some end-sys-
tem-based approach would foil most DoS attacks.
TCP TCP TCP UDP
SYN FIN Data

32 32 32 64
128 128 128 128
128 128 128 128
128 128 128 128
128 128 128 128
128 128 128 128
128 128 128 128

64 64 64 64
64 64 64 64
64 64 64 64



Appendix A (continued)

OS ICMP ICMP TCP TCP TCP UDP
Reply Request SYN FIN Data

Redhat Linux 6.2 255 64 64 64 64 64
Redhat Linux 7.2 255 64 64 64 64 64
Debian Linux 2.2 255 64 64 64 64 64
Linux Kernel 2.0.x 64 64
Solaris 2.5.1 255 255
Solaris 2.6 255 255
Solaris 2.7 255 255
Solaris 2.8 255 255
OpenBSD 2.7 255 255
OpenBSD 2.6 255 255
NetBSD 255
BSDI BSD/OS 4.0 255
BSDI BSD/OS 3.1 255
HP-UX v10.20 255 255
HP-UX v11.0 255
Compaq Tru64 v5.0 64
Irix 6.5.3 255
Irix 6.5.8 255
AIX 4.1 255
AIX 3.2 255
ULTRIX 4.2–4.5 255
OpenVMS v7.1–2 255
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