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Abstract—Graph Neural Networks (GNNs) have emerged as a
powerful tool for various graph-structured inference tasks, but
their training scalability remains a significant challenge as graph
sizes continue to grow. Distributed training is a common solution,
scaling across multiple CPU nodes, but disk-based methods
for single-machine systems are less explored, despite offering a
cost-effective alternative. High-performance storage devices like
NVMe SSDs can be leveraged to improve single-node scalability,
though data movement between memory and disk presents a bot-
tleneck. Traditional GNN training pipelines often fail to address
this issue, leading to inefficiencies. In this work, we introduce
three methods that improve the SSD-based GNN training system
to process billion-scale graphs on a single machine. Inspired by
the inspector-executor execution model in compiler optimization,
Ginex restructures the GNN training pipeline by separating
sample and gather stages, therefore reducing I/O overhead using
Belady’s optimal caching algorithm. The experiments show that
Ginex achieves up to 2.67× higher throughput than existing SSD-
extended GNN systems. Building on Ginex, we present OUTRE
and TIGER. Although Ginex accomplishes larger percentages of
data requests through caches, the enormous overall requested
data volume is unchanged. To address this, we present OUTRE,
focusing on reducing the overall requested data volume. OUTRE
is an out-of-core GNN training framework that reduces redun-
dancy and minimizes memory usage by dynamically loading only
essential graph data. It efficiently manages graph storage on disk,
enabling scalable training on large graphs without overwhelming
system memory, and the training time is halved again compared
to the Ginex solution. Additionally, we introduce TIGER, a
GNN framework specifically designed for inductive learning on
large-scale knowledge graphs (KGs). TIGER employs a novel,
efficient streaming procedure that facilitates rapid subgraph
slicing and dynamic subgraph caching to minimize the cost of
subgraph extraction. We propose a novel two-stage algorithm
SiGMa to solve the optimal subgraph slicing problem practically.
By decoupling the complicated problem into two classical ones,
SiGMa simultaneously achieves low computational complexity
and high slice reuse. we demonstrate that TIGER significantly
reduces the running time of subgraph extraction, achieving up
to 7.9× speedup relative to the basic training procedure
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I. INTRODUCTION

RECENTLY, the success of Deep Neural Networks
(DNNs) has broadened their application beyond images

and texts to include graphs. Graph Neural Networks (GNNs),
a new class of DNNs, have emerged as a powerful alternative
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to traditional graph analytics for tasks [1]–[3] like node classi-
fication [4], recommendation [5], [6], and link prediction [7].
Leveraging their expressive power, GNNs effectively capture
the relational information among input nodes, enabling strong
generalization performance.

The GNN training process introduces unique challenges,
particularly in data preparation. Unlike traditional DNNs,
where data samples (e.g., images) are independent, nodes in a
graph are interconnected. For a single iteration of mini-batch
training, GNNs require feature vectors not just for target nodes
but also for their neighbors [4], [8]. This necessitates retrieving
the L-hop neighborhood of each node, where L corresponds
to the model depth, resulting in significant memory overhead
when dealing with large-scale graphs.

The size of graph datasets has recently surged to several
hundred GBs and even beyond one TB [9], [10]. While
sampling-based GNNs can reduce memory usage by adjusting
batch and sample sizes, fetching neighborhood information
still requires the entire graph to reside in memory. A com-
mon solution to address memory limitations is to distribute
graph storage across multiple machines and train GNNs in a
distributed manner. However, previous analysis [11] reveals
that the primary bottleneck in sampling-based GNN training
lies in the data preparation stage, which generates a high
volume of data requests. As shown in Fig. 1, subgraph
extraction for large-scale Knowledge Graphs can dominate
training time, accounting for 75% to 90% across three datasets.
For instance, a 3-hop subgraph can include up to one million
triples, leading to significant delays. Meanwhile, GPUs and
other computing devices often remain underutilized during
training, making multi-machine scaling inefficient. Moreover,
the additional communication overhead can further exacerbate
this underutilization problem.

With the rapid advancement of storage technologies, Solid
State Drives (SSDs) now offer sequential bandwidths in the
range of multiple GBs, and their prices have dropped signif-
icantly in recent years. As a result, researchers have started
exploring the potential of incorporating SSDs into sampling-
based GNN training. Disk-based GNN training presents a
promising alternative, as modern NVMe SSDs provide enough
capacity to store the entire input graph. However, SSDs
remain several orders of magnitude slower than host mem-
ory, particularly for random access operations. Consequently,
simply fetching L-hop neighborhoods from external storage
can exacerbate the already time-consuming data preparation
process, ultimately degrading training performance.
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Fig. 1: (a)Training time breakdown on large graphs, (b)3-hop
subgraph size of central entities with different degrees.

Thus, we propose Ginex [12] (Graph inspector-executor),
the first GNN training system based on high-performance
NVMe SSDs. Ginex optimizes memory usage by implement-
ing an in-memory caching technique, particularly enhancing
the gather operation, which is the most I/O-intensive task in
GNN training. Inspired by the inspector-executor model in
compiler optimization [13], [14], Ginex divides the training
process into two phases: Inspector Phase: Samples a sufficient
number of batches to prepare an optimal caching mechanism
for gathering operations. Executor Phase: Completes batch
processing, utilizing the cache informed by the first phase.

However, the main focus of this dual-cache approach is
to explore how to accomplish more data requests through
the caches in host memory, while the overall requested data
volume is unchanged. How to reduce it remains to be explored.
Through quantitative analysis, we identify two redundancies in
out-of-core sampling for GNN training: Neighborhood Redun-
dancy and Temporal Redundancy. To address these, we pro-
pose OUTRE [15], an out-of-core de-redundancy framework
designed to minimize data requests. OUTRE incorporates
three innovations: 1) To reduce Neighborhood Redundancy,
we propose constructing training batches with min-cut graph
partitions [16] to decrease links between different batches’
training nodes. 2) Motivated by previous work [17], [18],
we approximate node embeddings with their histories to re-
duce Temporal Redundancy. 3) To alleviate exhausting tuning
efforts, we present an automatic cache space management
module to help OUTRE adapt to various configurations.

Moreover, these GNN training systems are unable to address
the efficiency challenges of subgraph extraction in large-
scale KGs [19]–[21]. Subgraph extraction in the large-scale
inductive KG reasoning system poses three challenges: Sub-
graph Data Completeness, Heterogeneous Graph Structure,
and SSD Storage and Access. They render other system-level
acceleration techniques nearly ineffective. To address these
challenges, we present TIGER [22], which supports efficiently
training state-of-the-art GNN-based reasoning models on a
single machine. Specifically, TIGER has four innovations.
1) To accelerate subgraph extraction while maintaining sub-
graph completeness, TIGER employs a novel ‘Slice & Cache’
procedure to precompute subgraphs in a streaming way. 2)
Considering the heterogeneous graph structure, we propose
a specific atom-based subgraph slicing problem. Regarding
slicing quality and reusability, we prove that the atom-based

Fig. 2: Example of graph with text

slicing problem is NP-hard. 3) We design a novel two-stage
subgraph slicing algorithm, SiGMa, to solve it.

This paper makes the following contributions:
• We propose Ginex [12] (Graph Inspector-Executor),

the first GNN training system that leverages high-
performance NVMe SSDs. We decompose the training
process into two stages to optimize data handling and
improve efficiency.

• We introduce OUTRE [15], an out-of-core de-redundancy
framework that analyzes the minimum cut graph and
employs point embedding approximation to reduce redun-
dancies in out-of-core sampling during GNN training.

• We present TIGER [22], a framework for heterogeneous
graph, especially KG reasoning tasks. We prove that the
cache slice strategy, which optimizes both quality and
reusability, is NP-hard. Then we propose the SiGMa
algorithm to efficiently address the problem.

II. BACKGROUND

A. Graph Tasks

Node Classification is one of the fundamental tasks in
Graph Neural Networks (GNNs), where the goal is to predict
a label for each node based on its features and the graph’s
structure. In node classification, nodes are typically associated
with a specific category or class, and the objective is to
learn a model that can predict these labels for unseen nodes.
This task is widely applicable in domains such as social
networks, where the goal might be to predict the interests
or demographics of users based on their connections and
interactions. In citation networks, node classification can be
used to categorize academic papers into different research
topics. GNNs excel at this task by effectively propagating
information from neighboring nodes through the graph, captur-
ing the structural dependencies between nodes and improving
classification accuracy by leveraging both node attributes and
graph connectivity.

Link Prediction is another crucial task for GNNs, focusing
on predicting the likelihood of an edge forming between two
nodes in a graph. This task is often framed as a binary clas-
sification problem, where the objective is to predict whether
a connection will appear between two nodes based on their
current interactions or features. Link prediction is particularly
useful in social network analysis, where it can be applied
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Fig. 3: (a) 2-layer GNN training on Node 1, (b) Sampling for a 2-layer GNN (sampling size = (3,2), batch size = 1).

to recommend new friendships or connections by identifying
potential links based on existing social interactions. Similarly,
in knowledge graph completion, link prediction is used to
infer missing relationships between entities, improving the
graph’s comprehensiveness. By learning latent patterns of node
connectivity and the structural properties of the graph, GNNs
can effectively predict missing links, making them a powerful
tool for dynamic graph analysis.

Graph Reasoning involves tasks that require deeper reason-
ing over the entire graph structure, often requiring the model to
infer latent relationships or perform logical operations over the
graph. This task is crucial in the context of knowledge graph
reasoning, where GNNs are applied to predict relationships
between entities or answer complex queries about a graph.
For instance, link prediction in knowledge graphs requires the
model to understand and infer logical relationships between
entities, such as “is-a” or “part-of” relationships. Inductive
graph reasoning, which focuses on reasoning about unseen
parts of the graph, is particularly important for real-world
applications such as question answering, where the graph
represents knowledge that must be inferred. GNNs enable ef-
ficient reasoning by propagating information across the graph,
enabling the model to generate logical inferences and extract
meaningful insights from large-scale graph-structured data.

B. Graph Neural Network
GNN Training operates on graph-structured data, where

each node has its own feature vector. GNNs aim to produce
a quality embedding for each node in the graph capturing its
neighborhood information on top of its own feature. These
embeddings may be used for various downstream tasks such
as node classification and link prediction. To obtain the embed-
ding of a node, GNN takes the feature vectors of not only the
target node for embedding computation, which is called seed
node, but also its L-hop in-neighbors as input. Each layer in
GNN is responsible for synthesizing feature information of the
nodes at each hop, which means that L-layer GNN is able to
reflect up to L-hop in-neighbors [4], [8].

Each layer of GNN consists of two main steps: Aggregate
and Combine. The embedding of node v after the ith layer,
denoted as hi

v , is computed as the following:

hi
v = Combine(Aggregate({hi−1

u |u ∈ N(v)}))

N(v) denotes the neighbor set of node v. In Aggregate step,
the features of the incoming nodes are aggregated into a single

vector. While popular options for aggregation functions are
simple operations like mean, max and sum, more sophisticated
aggregation functions are also drawing attention [41]. The
aggregated feature then goes through Combine step which
is essentially a fully connected (FC) layer with a non-linear
function. Fig.3(a) illustrates this process with an example of
a 2-layer GNN training on Node 1.

Neighborhood Sampling. The inter-node dependence of
training data poses a unique challenge to GNN training. Even
if we use a small batch size, the training cost for each batch can
still be quite high because collecting L-hop in-neighbors leads
to exponential growth of memory footprint. Neighborhood
sampling is a popular technique for this neighborhood explo-
sion problem. Instead of sampling L-hop in-neighbors of seed
nodes, sampling algorithms select only a subset of them. One
representative work is GraphSAGE, which randomly samples
only a predefined number of in-neighbors at each aggregation
step. Fig.3(b) shows an example with a 2-hop computational
graph for Node 1 being sampled. The sampling size in this
example is (3,2) which means that it selects (at most) three
among the neighbor nodes connected to the target node (Node
1) and (at most) two are selected for each of the previously
selected nodes. Its variants differ in several aspects of sampling
function design like the granularity of sampling operation or
the choice of probability distribution for sampling [23], [24].
In practice, it is not usual to go beyond three layers, and
popular choices of sampling size for GraphSAGE are (25, 10),
(10, 10, 10), and (15, 10, 5) [25].

C. GNN Training System

The state-of-the-art DNN frameworks [26], [27] employ
a mixed CPU-GPU training system, where CPU stores the
graph data and is in charge of data preparation, whereas
GPU executes the core GNN operations, i.e., aggregate and
combine. GPU memory capacity is often fairly limited to
store the graph data, while the massive parallelism of GPU
is key to accelerating GNN computations. Fig.4 visualizes a
typical process of mixed CPU-GPU training of GNN which
consists of four steps: (1) sample, (2) gather, (3) transfer, and
(4) compute. At every iteration, seed nodes for a single batch
as well as their neighbors are extracted by traversing the graph
structure (i.e., adjacency matrix) (sample). The adjacency
matrix is usually stored in the compressed sparse column
(CSC) format as it allows fast access to in-neighbors of each
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Fig. 4: Overview of conventional GNN training system

Fig. 5: Ginex training pipeline overview

node. Then, the sparsely located feature vectors of the sampled
nodes are collected into a contiguous buffer (gather), which
is transferred to GPU over PCIe interface (transfer). Lastly,
GPU performs forward/backward propagation to compute gra-
dients and updates the parameters (compute). Since sampling
operation is often memory-intensive, it is common to spawn
multiple sub-processes to increase the sampling throughput.
Each sub-process performs a sampling job for a batch, and
puts the result into a shared queue. The main process fetches
the sampling result from the shared queue and executes the
remaining jobs, i.e., gather, transfer, and compute.

III. GINEX

A. Main Design

Ginex is a system for efficient training of a very large
GNN dataset by using SSD as a memory extension. Fig. 5
depicts a high-level overview of Ginex’s training pipeline.
After a short preprocessing procedure, Ginex starts training
by iterating the following four stages: superbatch sample,
changeset precomputation, feature cache initialization, and
main loop. In the superbatch sample stage, Ginex performs
sampling for a predefined number of batches, which we call
superbatch, all at once. With the sampling results, Ginex finds
all the information necessary to manage the feature cache for
the following gather operations in the changeset precompu-
tation stage. Specifically, in this stage, Ginex determines (i)
which feature vectors to prefetch into the feature cache at
initialization, and (ii) which feature vectors to insert and which
ones to evict from the feature cache at each iteration. After a
short transition stage for the feature cache initialization, Ginex
completes the remaining tasks including gather in the main
loop stage.

Fig. 6: Superbatch-level pipeline of Ginex

Fig. 7: (a) Ginex neighbor cache structure and (b) pseudo-code
for its operation

Inspector-Executor Execution Model. The inspector-
executor execution model [13], [14] is originally introduced
to enable runtime parallelization and scheduling optimization
of loops. An inspector procedure runs ahead of the executor
to collect information that is available only at runtime, such
as data dependencies among array elements. The executor is
an optimized version of the original application that utilizes
this runtime information to optimize data layout, iteration
schedule, and so on. Ginex embraces this execution paradigm
to improve the efficiency of in-memory caching for GNN
training. In particular, the first two runtime stages, superbatch
sample and changeset precomputation, correspond to the in-
spector, and the main loop stage to the executor. By running
ahead the sample operation for the entire superbatch, Ginex
collects complete information about the nodes to be accessed
later in the gather stage, thus enabling optimal management
of the feature cache.

Neighbor Cache Construction. Fig. 6 does not show
this process as unlike the feature cache which dynamically
manages its data, Ginex uses a static neighbor cache for
the whole training process. Therefore, Ginex constructs the
neighbor cache with a given size during offline preprocessing
time. To make the neighbor cache, Ginex examines the graph
structure (i.e., adjacency matrix) and picks out important nodes
whose list of in-neighbors would be cached. After finishing
this construction, Ginex saves the neighbor cache by dumping
it to SSD, which would be loaded at the beginning of each
of the following superbatch sample stages. This avoids the
repeated cost of constructing the neighbor cache, which may
include a large number of random reads of which sizes are
usually only a few tens or hundreds of bytes.

B. Superbatch-level Process

Superbatch Sample. As shown in Fig. 6, superbatch sample
takes up the first stage of Ginex runtime. In this stage, Ginex
first loads the neighbor cache which has been constructed and
stored in SSD during preprocessing. Basically, all memory
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Fig. 8: Example of cache update followed by gather

space except the working buffer for sampling processes can be
used for the neighbor cache. After that, multiple sub-processes
are launched and sampling is started for as many batches as the
superbatch size, S. When accessing the neighbor information
during the sampling process, Ginex first looks up the cache
and only reads the data from SSD when it is not present
in the cache. The sampling results of a superbatch are then
written to SSD. Usually, a sampling for each batch results in
two types of data. One is ids which is an 1-D list of all the
sampled nodes’ IDs. The other is adj, a data structure that
describes the connectivity among the sampled nodes. Ginex
stores these two data in separate files annotated with the batch
index. In total, 2×S files (ids 0,ids 1, ... ,ids (S−1), adj 0,
adj 1, ... , adj (S − 1) ) are generated. The size of each file
varies depending on the sampling size, the batch size, and the
characteristics of the dataset, but usually ranges from several
hundred KB to a few MB.

Changeset Precomputation. Changeset precomputation is
the second stage of Ginex runtime. Instead of computing a
changeset (i.e., which features to insert into and evict from
the feature cache) every time Ginex performs gather in main
loop stage, Ginex precomputes all the changesets beforehand
by examining the list of sampled nodes ids files). This is to
accelerate the changeset computation in batch on GPU. It is
difficult to allocate enough memory and computation resources
of GPU for the changeset computation in main loop stage as
it involves GPU computation. As the total size of ids files
may exceed the GPU memory capacity, each ids file is first
loaded on the CPU memory and then streamed into GPU
when needed. The results of the changeset precomputation are
sent back to CPU, and are stored in SSD also by streaming.
Besides the changesets, a list of the feature vectors to prefetch
into the cache at initialization is also obtained at this stage.
Specifically, S + 1 files are generated in this step including one
for cache initialization init and the others for cache update for
every S iterations (update 0, update 1, ... , update (S−1)).

Feature Cache Initialization. This process is performed
after superbatch sample and changeset calculations are com-
pleted. In this step, Ginex reads the previously created init
file from SSD and constructs the feature cache. This process
includes reading feature vectors of the nodes specified in init
file as well as building an address table that will be used for
cache look-up.

Main Loop. This stage is where all the remaining GNN
training operations for each batch (gather, transfer, and com-
pute) are performed iteratively. In addition, Ginex performs
one more operation, cache update, in between. At each itera-
tion, Ginex reads a set of ids, adj and update files from SSD
in the order of the batch index. Then, Ginex makes batch input
by gathering feature vectors according to the ids file from
either the cache or SSD, and updates the cache as indicated in
the update file. Lastly, the batch input and adj are transferred
to GPU in order to perform forward and backward pass as
well as model update in the same way as the conventional
GNN training system.

Superbatch-level Pipeline. While the four runtime stages
for the same superbatch should be serialized, the jobs from
different superbatches can be pipelined. Taking this opportu-
nity, Ginex performs the jobs for different superbatches in a
pipelined manner in order to improve end-to-end performance.
Specifically, changeset precomputation for each superbatch is
executed in parallel with the superbatch sample of the next
superbatch. superbatchsample runs on CPU, while change-
set precomputation mainly consumes GPU resources except
the I/O overhead of streaming ids files and the changeset
precomputation results. This makes these two stages apposite
candidates of parallel execution. Figure 9 visualizes Ginex’s
superbatch-level pipeline. While the storage overhead of run-
time files is doubled as a result of pipelining, it successfully
hides most of the changeset precomputation overhead.

Implications on Training Quality. The new training sched-
ule of Ginex has no impact on training quality, as it only
changes the execution order of operations which do not have
any dependence with each other. It does not require any change
in sampling algorithm or GNN model computation.

IV. OUTRE

A. Redundancy Analysis

In this section, we firstly propose a new metric to quantify
the overall requested data volume for out-of-core sampling-
based GNN training. Then, we conduct a quantitative analysis
and try to locate two kinds of data redundancies in out-of-core
sampling-based GNN training.

During Data Preparation, the training framework accesses
the adjacency and feature matrices from external storage. We
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TABLE I: Training time decomposition on two OGB datasets
under out-of-core environments

TABLE II: Redundancy Ratio on two OGB datasets.

TABLE III: Redundancy Ratio reduction brought by partition-
based selection on two OGB datasets.

TABLE IV: Redundancy Ratio reduction brought by reusing
historical embeddings on two OGB datasets.

analyze the total data volume requested and introduce a new
metric, “Redundancy Ratio” (RR), defined as:

RR =
ΣB

b=1|Ñb|
ΣB

b=1|Nb|
.

Here, Ñb represents the collective L-hop neighborhood size,
and Nb is the training node set for the b-th batch. The sum
ΣB

b=1|Ñb| indicates the overall data volume requested during
preparation. Since out-of-core sampling-based GNN training
is limited by this phase (as shown in Table I), RR is a relevant
metric for assessing training performance. To illustrate RR’s
effectiveness, we train a GraphSAGE model and present the
results in Table II, which shows that the total collective L-hop
neighborhood sizes can exceed one hundred times the number
of training nodes and even surpass the graph size.

Neighborhood Redundancy. Most GNN training frame-
works create batches by randomly selecting training nodes
and sampling L-hop neighborhoods. This random selection
leads to the significant overlap in the sampled neighborhoods
across different batches, termed ”Neighborhood Redundancy”.
Reducing this overlap is crucial for minimizing redundancy,
which can be achieved by increasing the number of edges
among training nodes within each batch.

To validate this approach, we employ the min-cut graph par-
titioning algorithm METIS [28] to divide the graph into 10,000
parts, maximizing intra-partition edges. We then randomly
select partitions, shuffle nodes, and construct batches. By
shifting from random selection to partition-based selection, we
observe a reduction in Redundancy Ratio of over 25% across
both datasets, as shown in Table III. This significant decrease
indicates that enhancing intra-batch connectivity effectively
lowers the overall data volume requested, thereby accelerating
out-of-core sampling-based GNN training.

Temporal Redundancy. Existing research [17], [18], [29]
suggests that most node embeddings undergo only modest
changes across training iterations, leading to efforts to ap-
proximate them using historical data. This strategy leverages
the insensitivity of deep learning models to small errors. In
out-of-core settings, reusing historical embeddings reduces
both computational redundancy and ”Temporal Redundancy”,
which refers to unnecessary data requests from external stor-
age. By substituting current embeddings with historical ones,
we eliminate redundant data requests.

Given the limitations of host memory, we implement a cache
for historical embeddings, focusing on high-degree nodes for
reuse. Evaluation results in Table IV for a 3-layer GraphSAGE
model indicate a significant reduction in Redundancy Ratio
when 20% of nodes reuse their historical embeddings sug-
gesting improved performance in out-of-core sampling-based
GNN training.

B. OUTRE Design
In this section, we introduce our proposed out-of-core

sampling-based GNN training framework OUTRE in detail.
Firstly, we provide an overview of OUTRE, where we de-
scribe the modifications we make to the conventional four-
stage training pipeline. Then we introduce the three main de-
signs of OUTRE: partition-based batch construction, historical
embedding cache, and automatic cache space management,
respectively.

1) Training Pipeline Overview: Figure 9 illustrates the
workflow of our proposed framework, OUTRE, which is built
upon the existing dual-cache framework, incorporating both
a neighbor cache and a feature cache. OUTRE introduces
two key modifications to the conventional four-stage training
pipeline:

Pre-processing Stage Addition. OUTRE adds a pre-
processing stage before the conventional pipeline. In this stage,
it executes an out-of-core min-cut graph partitioning algorithm
to divide the graph into smaller parts, which are later utilized to
construct training batches. Following this, OUTRE conducts
a profiling epoch that includes only the Sample and Gather
stages. This profiling collects essential information for the
automatic cache space management module, enabling it to
determine the optimal memory allocation for different caches.

Decoupling of the Sample Stage. OUTRE decouples the
Sample stage from the subsequent three stages, as suggested
by Ginex [12]. In the conventional four-stage pipeline, all
stages are executed consecutively for each training batch,
requiring both the neighbor cache (needed for the Sample
stage) and the feature cache (needed for the Gather stage)
to reside in host memory simultaneously. By decoupling the
Sample stage, OUTRE allows these two caches to occupy host
memory exclusively at different times. This change enables a
larger amount of graph data to be cached, which can enhance
training performance. To implement this decoupling, OUTRE
writes the sampled collective L-hop neighborhoods back to
external storage after the Sample stage. Before the Gather
stage, OUTRE retrieves the sampled results for each training
batch from external storage and proceeds with the remaining
stages as in the conventional pipeline.
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Fig. 9: The workflow overview of OUTRE

2) Main Designs: OUTRE incorporates three main designs
that enhance its efficiency and performance in GNN training:
(1) partition-based batch construction, (2) historical embed-
ding cache, and (3) automatic cache space management. Each
of these designs addresses specific types of redundancy and
optimizes the overall training process.

Partition-Based Batch Construction. This design aims to
reduce Neighborhood Redundancy. In OUTRE, each training
batch is constructed from several randomly selected graph
partitions created by the min-cut graph partitioning algorithm
during the pre-processing stage. By increasing intra-batch
connections, the overlap in collective L-hop neighborhoods
among different training batches is significantly minimized.
This reduction leads to a considerable decrease in the overall
data volume requested during the Sample and Gather stages,
thereby accelerating out-of-core sampling-based GNN train-
ing.

Historical Embedding Cache. To mitigate Temporal Re-
dundancy, OUTRE implements a historical embedding cache
that is utilized during both the Sample and Compute stages.
During the Sample stage, this cache informs the main process
about which nodes can be skipped based on the states of the
encountered nodes. This selective sampling reduces unneces-
sary computations. In the Compute stage, the GPU retrieves
the relevant historical node embeddings from the cache and
updates them based on the information stored in the historical
embedding cache table. This dual-stage involvement of the
historical embedding cache enhances efficiency by leveraging
previously computed embeddings, thereby reducing redundant
calculations.

Automatic Cache Space Management. OUTRE features
an automatic cache space management system designed to
optimize the sizes of different caches dynamically. This mech-
anism enables OUTRE to maintain robust performance across
various datasets and hardware configurations without requiring
extensive manual tuning. Specifically, OUTRE employs the
data collected during the profiling epoch in the pre-processing
stage to automatically determine the optimal memory alloca-
tion for the feature cache and the historical embedding cache.
This low-cost approach ensures that resources are utilized

effectively, adapting to the specific needs of the training
process.

V. TIGER

To implement the Slice & Cache procedure for highly
efficient subgraph extraction, we design a novel training frame-
work, TIGER, tailored for large-scale inductive KG reasoning.
We first overview the TIGER training pipeline. Then we
describe two core components of TIGER, atom-level subgraph
slicing, and subgraph caching.

A. TIGER Training Pipeline

Fig10 illustrates the training pipeline of TIGER. Given the
KG triple data stored on the SSDs, TIGER initially undertakes
Atom Cache Construction, loading a portion of atom triples
(1-hop subgraphs) into the main memory to accelerate the
subsequent subgraph extraction. Following this, TIGER starts
model training by iterating the Super-batch Loop, which is
specifically designed to pre-compute input data of multiple
batches before mini-batch training, thus reducing repetitive
calculations and facilitating the upcoming cache mechanism.
A super-batch loop starts with three precomputation stages:
Query Sampling, Subgraph Slicing, and Subgraph Caching,
where all required subgraphs are reconstructed into uniformly
sized slices and stored in either the Slice Cache or SSDs.
Subsequently, the super-batch loop trains multiple batches
of sampled queries through continuous Mini-batch Loops,
leveraging the precomputed slices to minimize subgraph ex-
traction costs. As the super-batch loops progress, the pre-
computation time decreases due to the dwindling number of
unsliced subgraphs. Notably, such subgraph precomputation
ensures efficient training without affecting models, thus there
is no sacrifice for effectiveness.

AtomCache Construction. The Atom Cache, established
at the start and unchanging in subsequent super-batch loops,
aims to reduce the cost of reading atoms (e.g. 1-hop query
subgraphs) from SSDs. It contains two cache structures within
a predefined size: one as a 1-D array for storing neighbor entity
IDs and another for atom triples of high-degree entities. This
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Fig. 10: The training pipeline overview of TIGER

cache employs direct addressing, recording each entity’s array
index and data length to achieve swift O(1) cache lookups.

Query Sampling. Given the hyper-parameter
superbatch size determining the number of mini-batches,
this stage samples all batches of training queries together.
Unlike the basic pipeline samples within each mini-batch
loop, TIGER preemptively identifies the specific subgraphs
each batch will access prior to mini-batch training. This
foresight enables the implementation of an efficient caching
mechanism for subgraph extraction.

Subgraph Slicing. This stage is crucial for optimizing
subgraph extraction. It extracts unsliced subgraphs accelerated
by the Atom Cache, and segments each of them into uniformly
sized slices. The results are recorded in a mapping dictionary
that links query entity IDs to their corresponding slice IDs,
enabling direct retrieval from sequential slice data and signif-
icantly reducing random SSD access. To improve efficiency,
we introduce atom-level subgraph slicing, which transforms
subgraphs into disjoint atoms. This approach reduces both time
complexity and memory usage during the slicing process.

Subgraph Caching. After slicing, the next stage involves
storing the generated slices on SSDs. We propose an atom-
based slice structure that reduces SSD storage requirements
by a factor of three. To decrease SSD access frequency,
some slices are cached in main memory, referred to as the
Slice Cache, organized in a 2-D array using direct addressing.
Additionally, we implement a robust caching mechanism that
precomputes the next-access slices for each mini-batch, facil-
itating dynamic cache updates during mini-batch training and
enhancing slice data loading efficiency.

Mini-batch Loop. In this stage, given a batch of queries,
the associated slice IDs are retrieved from the slice mapping
dictionary. The corresponding slice data is first extracted
from the Slice Cache and then from the SSDs, which is
used to construct the batch subgraph. After that, the Slice
Cache is updated with the precomputed changeset for this
batch to enhance the cache hit ratio in subsequent mini-batch
loops. Finally, TIGER transfers batch queries and complete
subgraphs into the GPU to compute the GNN-based model.

B. Atom-Level Subgraph Slicing Problem

Problem Formulation. To minimize the time complexity
and memory usage of the subgraph slicing process, we trans-
form the triple-level subgraph slicing problem into an atom-
level representation. An atom-based subgraph is defined as
Gq = {(ea, wa)|ea ∈ NL−1

q , wa = |G1
Ea

|}, where |Gq| =
Σa∈Gq

wa and wa denotes the atom weight (i.e., the number of

atom triples). The formal definition of the atom-level subgraph
slicing problem is as follows:

Definition 1: (Atom-level Subgraph Slicing). Given a pre-
determined slice size h and a collection of query entities Q,
the corresponding atom-based subgraphs are G = Gq|q ∈ Q
and the collection of atoms appearing in G are denoted as
A = {a|wa < h}. The atom-level subgraph slicing problem is
to construct a collection of slices S satisfying that: each slice
Si ∈ S consists of multiple distinct atoms in A and the total
weight of atoms |Si| = Σa∈Siwa ≤ h; any subgraph Gq ∈ G
can be composed by a set of non-overlapping slices S−q ⊆ S,
i.e., Gq = ∪Sq .

Optimization Target. The optimization objective for atom-
level subgraph slicing is to load all subgraph triples while
minimizing the number of slices accessed. Given the sizes of
subgraphs and slices, the required number of slices depends
on two key factors: SliceRedundancy and SliceUtilization.
Thus, we define the optimization target, referred to as the
SlicingScore, as follows:

f(G,S, h) =
|S|∑

Gq∈G
⌈
|Gq|/h

⌉ =

∑
Gq∈G |Sq|∑

Gq∈G
⌈
|Gq|/h

⌉
Slice Redundancy Rate δR

×
|S|∑

Gq∈G |Sq|
Slice Utilization Rate δU

, (1)

where |Gq| and |Sq| represent the number of subgraph triples
and slices, respectively. The slicingscore is defined as the
ratio of distinct slices in S to the minimum number of slices
required for each subgraph, based on the goals of atom-level
slicing. According to Equation1, this score can be broken down
into two metrics: SliceRedundancyRate (δR) and **Slice
Utilization Rate** (δU ). δR measures the ratio of actual loaded
slices to the minimum required, with lower values indicating
reduced redundancy. δU assesses slice reuse by comparing
the number of distinct slices to the total required. Therefore,
subgraph slicing is considered optimal when the slice set S
minimizes the slicing score, which is expressed as δR × δU .

THEOREM 1: Minimizing δR × δU to obtain an optimal
atom-based subgraph slicing is NP-hard.

PROOF 1: We establish the NP-hardness of our target prob-
lem, atom-based subgraph slicing, by reducing the classical
Bin Packing problem to it. Given multiple items/atoms with
different weights, Bin Packing is to assign each atom to a bin
of size h such that the total number of bins used is minimized.
It is clear that this Bin Packing problem is equivalent to the
special case of our target problem where we are slicing only
one query subgraph Gq . In this case, the slice utilization rate
δU is fixed at 1 and the optimization target transforms to
minimizing the slice redundancy rate δR. If a polynomial-
time algorithm solves our problem, it implies one exists for
the NP-hard Bin Packing problem. Consequently, atom-based
subgraph slicing must also be NP-hard.

THEOREM 2: Given the subgraph set G and atom set A,
the metric δR of a slicing result S has a lower bound:

δR

⌈
(
∑

a∈A
wa)/h

⌉ /
(δU ·

∑
Gq∈G

⌈|Gq|/h⌉) (2)

PROOF 2: According to the definition of the slicing score,
δR×δU = f(G,S, h) = |S|/(

∑
Gq∈G ⌈|Gq|/h⌉). Meanwhile,

the total slice number |S|
⌈
(
∑

a∈A wa)/h
⌉
. Because δU1 and

the other terms are constants, the lower bound holds.
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C. Subgraph Slicing Algorithm

To address slice redundancy and utilization, we propose a
two-stage algorithm, SiGMa, for atom-based subgraph slicing.
The algorithm first reuses existing slices and then assigns
unmatched atoms into multiple slices. We note the complex
relationship between slice quality and the functions for slice
generation and matching. The slice-generating process directly
influences the redundancy rate δR, while slice matching affects
the reuse of existing slices (δU ). Additionally, generated slices
impact reuse frequency, and effective matching can improve
δR by avoiding high-redundancy slices. Thus, we develop two
specific algorithms for slice generation and matching, focusing
on both δR and δU while ensuring efficiency.

Slice Generating Algorithm. The goal of slice generation
is to create a few h-length slices Sgen that together form the
input atom set G′

q = {a1, a2, · · · , am} (where m = |G′
q|).

These atoms are sourced from the same atom-based subgraph
Gq , with each atom’s weight wa not exceeding h. According
to Theorem 2, to minimize δR while reducing δU , the payload
of each slice should be as close to h as possible, thereby
minimizing the number of slices |Sgen|. This minimization
is akin to the NP-Hard Bin Packing problem, where items of
varying sizes must fit into the fewest bins of fixed capacity. We
will first explore feasible solutions to this classical problem:
Here, we first list some feasible solutions to this classical
problem: leftmargin=0.3cm

• Naive Solution (Next-Fit Algorithm, NF)
• Greedy Solution (First-Fit Decreasing Algorithm, FFD)
• Optimal Solution

Although NF and FFD algorithms can produce good so-
lutions in a reasonable timeframe, they do not consider the
optimization of the slice utilization rate δU . A clique in which
atoms are connected densely with others usually appears in
more subgraphs than a random combination of atoms. To this
end, we design a slice-generating algorithm that indirectly
controls the slice utilization by adjusting the atom processing
order, as shown in Algorithm 1. Specifically, different from
the FFD algorithm uses the decreasing order of atom weights,
we visit the atom list with the Postorder Depth-First Search
thereby decreasing the distances among atoms in a local
window. Because the input atom list G′

q is usually not a
complete subgraph, starting from only one atom may not cover
the whole list. Therefore, we traverse the k-hop neighbors of q
in G′

q as multiple root nodes (Line 2). For each neighbor atom
u, the algorithm checks if u is in G′

q , pushing u onto the atom
stack Lstack (Lines 3-5). While Lstack is not empty, it retrieves
the top atom a. If a is unvisited, mark it as visited, gather its
unvisited neighbors, sort by atom weights, and finally push
them onto the stack (Lines 6-11). If a is visited, it is popped
from Lstack and inserted into one slice in Snew via the FFD
algorithm (Lines 12-14). On Lines 15-16, after searching the
whole branch of one neighbor, the generated slices are filtered
by the capacity threshold alpha to ensure a low δR. The atoms
in low-capacity slices would be re-packed in the next iteration.
Finally, on Line 17, the rest atoms would be packed via the
FFD algorithm.

Slice Matching Algorithm. Slice matching aims to align
an atom-based subgraph Gq with existing slices from the
slice data S. The goal is to select disjoint slices Smat ⊆ S
that are proper subsets of Gq while maximizing their union.
This problem resembles the NP-hard Set Cover problem but
requires each selected slice to be non-overlapping, minimizing
the Slice Redundancy Rate (δR). Although fuzzy matching
can improve slice utilization, it increases computation and
introduces redundant triples.

The slice matching algorithm consists of two stages. In the
first stage, we gather the k-hop neighbors Nk

q of query q and
collect slices SN relevant to these neighbors. These slices are
sorted by historical utilization and matched preferentially. This
approach significantly reduces the size of the atom set G′

q . In
the second stage, we match slices containing atoms from the
remaining G′

q , excluding those that intersect with it. We sort
candidate slices by capacity, matching those with more atoms
first and ensuring that slices with a payload below a threshold
α are removed. The ratio of slice matching |G′

q|/|Gq| is
influenced by various factors, but the total capacity of matched
slices is guaranteed to be at least α.

VI. EXPERIMENT
A. Experimental Setup

System Configurations. All the methods discussed in this
article utilize caching to enhance GNN training, resulting in
minimal performance disparity between the CPU and GPU
used. Each method is compared against a baseline in the ex-
periments. Notably, the CPUs employed in the three methods
all feature a minimum of 16 cores. For GPU resources, both
Ginex and OUTRE utilize NVIDIA V100 GPUs, with Ginex
equipped with 16GB of video memory and OUTRE with
32GB. Additionally, both OUTRE and TIGER allocate 64GB
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TABLE V: Summary of Datasets

Dataset Nodes Edges Dataset Size
ogbn-papers100M 444.24M 14.24B 569GB
ogbn-products 220.41M 20.24B 388GB
com-friendster 262.43M 15.48B 393GB
twitter-2010 208.26M 14.05B 326GB
mag240M-cite 121.75M 2.60B 385GB
IGB-medium 10.00M 120.08M 40.8GB
IGB-large 100.00M 1.22B 401.8GB
Knowledge Dataset Nodes Edges Relations
OgblKG2 2.50M 17.13M 535
FB5M 3.98M 17.87M 7523
ConceptNet 28.37M 34.07M 50
Freebase 86.05M 338.67M 14851

of memory. All three methods leverage SSDs with substantial
storage capacity.

Datasets. This survey evaluates several key datasets used
for large-scale graph neural networks (GNNs) and knowledge
graph (KG) reasoning, and the statistics of these datasets are
given in Table2.: Graph Datasets: ogbn-papers100M(papers)
[30], ogbn-products(products) [30], com-friendster [31], and
twitter-2010(Twitter) [31] are scaled following the method-
ology in [32]. Specifically, we use a graph expansion tech-
nique, which adapts Kronecker graph theory [33] to pre-
serve innate distributions of recipe graphs like power-law de-
gree distribution and community structure. Ogbn-papers100M
and mag240M-cite are from Open Graph Benchmark(OGB)
[30].Mag240M-cite is a homogeneous graph containing only
“paper” nodes and “paper-cite-paper” edges of the original
mag240M graph. Knowledge Graph Datasets: IGB-medium
and IGB-large are from Illinois Graph Benchmark(IGB) [10].
The two IGB datasets have significantly larger training sets
than the two OGB datasets. For Knowledge Graph, Ogbl-
wikiKG2 is derived from Wikidata [30], while FB5M is a
Freebase subset [34].

Models In the evaluation of Ginex, a 3-layer GraphSAGE
[35] and a 2-layer GCN [36] are employed, both configured
with a hidden dimension of 256, and the sampling size for
GraphSAGE is set to (10, 10, 10). For OUTRE, a 3-layer
GraphSAGE [35] serves as the primary comparison model,
also with a hidden size and sampling size of 256 and (10, 10,
10), respectively, while the default batch size is set to 1,000.
This method further extends its comparisons to include 2-layer
and 3-layer GAT and GCN models in the main experiment.
TIGER utilizes six recent GNN-based models for inductive
KG reasoning, specifically REDGNN [37], NBFNet [38],
AdaProp [39], A*Net [40], GraPE [41], and RUNGNN [42],
with default settings of a hidden dimension of 32, a layer
number L of 3, and a batch size of 16. The models are trained
by minimizing multi-class cross-entropy loss, and the triples in
the graph G are augmented with reverse and identity relations,
employing two evaluation metrics for the KG reasoning task.

Comparison Baselines. In evaluating Ginex, we compare
it with two baselines: PyG+ and Ali+PG. PyG+ is a modified
PyG [26] framework that supports disk-based GNN training
using a memory-mapped graph dataset, created with NumPy’s
memmap function for efficient I/O operations. Ali+PG en-
hances PyG+ with an in-memory caching mechanism, utilizing
Aligraph-style [43] and PaGraph-style caches for neighbor

Fig. 11: Normalized training time breakdown of PyG+,
Ali+PG, and Ginex. Smaller is better.

Fig. 12: Normalized training time breakdown of Ginex-PG and
Ginex

and feature caching, respectively. For OUTRE, we compare
PyG+mmap and Ginex, with the former allowing the reading
of memory-mapped adjacency matrices and node features.
We also introduce ”Ginexmod,” which caches graph data
and enables GPU access to cached node features in host
memory via UVA. In the TIGER evaluation, we compare with
three baselines: Basic, Atom, and Ginex. The Basic baseline
represents the standard training pipeline for inductive GNN
models, while Atom uses AtomCache to load subgraph atoms,
addressing the bottleneck of SSD random access. Ginex, noted
for its robust caching mechanism, divides subgraph triples
into equal-length slices without reuse, which can create a
bottleneck due to the volume of slices. Our focus is specifically
on optimizing the subgraph extraction process, excluding other
aspects of GNN training from our experiments.

B. Overall Performance

Ginex. We measure the training time breakdown of PyG+,
Ali+PG, and Ginex across four datasets. For GraphSAGE, the
Ginex superbatch sizes are set to 3300, 2100, 3600, and 6400
for papers, products, Friendster, and Twitter, respectively.
For GCN, the superbatch sizes are 2500, 300, 900, and 900.
These values are derived from the offline profiling heuristic in
Section 3.5. The actual size of the runtime files is within 3%
of the 100 GB target.

Fig. 11 shows the results. Training time for PyG+ and
Ali+PG is broken down into data preparation, transfer, and
compute. Data preparation time is the CUDA stall time caused
by sample or gather. Ginex’s training time, on the other hand,
includes additional components: inspect, switch, and cache
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TABLE VI: Overall training performance comparison on four datasets.

update. Inspect time corresponds to the pipelined execution of
superbatch sampling and changeset precomputation, where the
changeset time is hidden by superbatch sampling. Switch time
refers to the initialization of the feature cache, and Ginex’s
data preparation time includes gather and runtime file loading,
excluding sample time.

Ginex outperforms all other workloads. For GraphSAGE,
speedups range from 1.86× to 2.50× over PyG+ and 1.23× to
1.47× over Ali+PG. For GCN, speedups range from 1.83× to
2.67× over PyG+ and 1.28× to 1.57× over Ali+PG. These gains
result from the efficient caching scheme for gather, which
outweighs its cost, while the overhead of sample and gather
serialization is minimal. The switch and cache update times
contribute less than 10% to the total. The moderate storage
cost of about 145 GB (including runtime files and neighbor
cache) is less than half the size of the smallest dataset.

In Fig. 12, we compare Ginex with a PaGraph-based cache
policy (Ginex-PG) to isolate the impact of Ginex’s feature
cache. Ginex consistently shows a lower cache miss ratio,
leading to reduced data preparation time. While the optimal
cache introduces a slight increase in inspect time due to disk
I/O during changeset precomputation, this increase is limited
to under 20%, which is small relative to the reduction in data
preparation time.

OUTRE. We report the per-epoch time for the four com-
pared frameworks across four datasets in Table VI. The evalu-
ation includes training 2-layer and 3-layer GraphSAGE, GAT,
and GCN. The per-epoch time is broken down into four stages:
Sa (Sample), Ga (Gather), Tr (Transfer), and Co (Compute).
The Gather stage is pipelined with the later training stages
in Ginex, Ginexmod, and OUTRE, which results in a per-
epoch time lower than the sum of all four stages. Ginex and
Ginexmod’s pre-computation time for the optimal cache policy
is included in their Gather times since it accelerates the Gather
stage.

Table 6 shows that OUTRE consistently outperforms all
baselines across different model configurations and datasets.
With techniques that improve data transfer efficiency, Ginex-
mod outperforms Ginex on all evaluation workloads. We ob-
serve that the choice of GNN model has little effect on overall

training performance, confirming that out-of-core sampling-
based GNN training is often bounded by data preparation.
Intuitively, the number of model layers is positively correlated
with data redundancy. Evaluation results reveal that OUTRE
demonstrates larger average speedups over Ginex for 3-layer
workloads (2.45×) compared to 2-layer workloads (1.78×).

It is important to note that Ginex shows larger per-epoch
times than PyG+mmap on training 2-layer GNNs on ogbn-
papers100M due to overhead. We also find that PyG+mmap
achieves the highest sampling performance among all frame-
works, despite not caching important neighbor lists. This is
likely because the other three frameworks must write sam-
pling results to external storage, which slows down sampling
execution.

This improved performance in OUTRE can be attributed
to its efficient handling of data transfer and the optimized
cache policy, which reduces redundant data processing during
training, similar to the gains observed with Ginex in terms of
caching and gather stage efficiency.

TIGER. We present the end-to-end running time for a
single training epoch of six GNN-based models in Figure
13. These models are trained using both TIGER (Our) and
three baselines. The total running time is divided into three
components: subgraph slicing, subgraph extraction, and model
computation. The slicing time, which includes storage, is
significant only during the initial training epoch. In subsequent
epochs, the model can directly extract subgraph slices. As
a result, we observe that TIGER, without subgraph slicing,
significantly outperforms the Basic pipeline, with speedups
ranging from 1.9× to 7.9×. The reduction in time becomes
more pronounced as the number of epochs increases, due to
the elimination of redundant extraction operations.

The Atom baseline outperforms the Basic pipeline due to
preloaded atom-based subgraphs; however, extracting atoms
via SSD random access still consumes considerable time. In
contrast, the lower extraction time in both Ginex and TIGER
highlights the effectiveness of slice-based subgraph extraction,
which benefits from more efficient SSD sequential access.
Notably, the subgraph slicing time in TIGER is less than
65% of that required by the Ginex baseline. While Ginex’s
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Fig. 13: Comparison of running time (s) for one training epoch on three large-scale KG datasets.

sequential slicing is more efficient than SiGMa, it results in
a larger number of slices being stored, which impacts overall
performance.

In comparing the six GNN models, GraPE stands out
due to its notable speedup, which can be attributed to its
efficient model computation achieved through path prun-
ing. Overall, speedup correlates with the duration of the
GNN model computation. Models like AdaProp and A*Net,
which use path pruning techniques, show higher speedups in
TIGER compared to REDGNN and NBFNet. Among these,
RUNGNN—an enhanced version of REDGNN—emerges as
the slowest, demonstrating the benefits of optimization strate-
gies like path pruning in reducing computation time.

The performance gains observed in TIGER, particularly in
subgraph extraction, can be attributed to its efficient slicing
and sequential access, similar to the optimizations seen in
Ginex. Both systems minimize redundant operations, though
TIGER further optimizes this by reducing subgraph slicing
time and improving data retrieval efficiency.

VII. RELATED WORK
Scalable Graph Neural Networks. To the best of our

knowledge, Ginex is the first to leverage SSDs for scaling
GNN training. GLIST [44] also uses SSDs to scale GNNs
but focuses on inference and requires specialized hardware.
In contrast, most large-scale GNN training methods adopt
scale-out approaches. ROC [45] and NeuGraph [46] propose
multi-GPU training systems for GNNs; however, they rely on
full-batch training, which eventually hits the GPU memory
capacity wall when training on very large graphs. Distributed
systems utilizing multiple CPU nodes for graph storage offer
more scalable solutions [43], [47]–[49]. These systems parti-
tion the graph dataset and store it in memory across a cluster,
but their high system cost limits their cost-effectiveness.

Reusing Historical Node Embeddings. Reusing historical
node embeddings was first proposed by [50] and later gen-
eralized by GAS [18]. GraphFM [51] introduces the Feature
Momentum technique, applying momentum steps to historical
embeddings, outperforming GAS. These methods store histor-
ical embeddings for all nodes and model layers, resulting in

high memory costs. ReFresh [52] proposes metrics based on
staleness and gradients to control both the size and quality of
historical embeddings. OUTRE’s historical embedding cache
largely follows ReFresh’s design but introduces key modifi-
cations to better suit out-of-core environments. Specifically,
we cache only second-layer node embeddings to achieve
a better performance-cost ratio. Additionally, we pre-define
cache candidates to strictly control cache size and introduce
a new node importance metric for cache candidate selection,
reflecting real-world training performance.

Large-scale KGE Training Systems. To address the effi-
ciency and scalability challenges with large graphs, there are
some well-engineered systems for accelerating KGE training,
such as DGL-KE [21], HET-KG [53], and SMORE [20].
However, these graph embedding systems mainly focus on
distributed parallelism and embedding storage, which cannot
be directly used for large-scale inductive KG reasoning due
to the more complex nature of the GNN models [54]–[57].
Notably, many scalable frameworks work on large-scale GNN
training, but they do not specifically address the issue of
subgraph extraction [58]–[60]. NeuGraph [61] harmoniously
combines graph computation optimizations with aspects like
data partitioning, scheduling, and parallelism, within dataflow-
oriented deep learning frameworks. AliGraph [?] refines sam-
pling operators for distributed GNN training, and minimizes
network communication by caching nodes on local systems.
DistDGL [62], a distributed GNN training framework, dis-
tributes the graph and its related vector data among machines.
Despite their efficiencies, the graph partitioning algorithms
frequently used in these distributed GNN training systems tend
to obstruct subgraph completeness. Therefore, additional data
communication becomes unavoidable to compile the entire
subgraph information. To address the subgraph extraction
issue, some recent GNN training systems, like AliGraph [?]
and Ginex [12], cache the neighbor information for a few
central nodes.

VIII. CONCLUSION
In this paper, we propose three novel systems—Ginex,

OUTRE, and TIGER—to address the challenges of scalable
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GNN training with caching. Ginex leverages SSDs to support
billion-scale graph datasets on a single machine, optimizing
feature caching to alleviate the I/O bottleneck. This results
in significant speedups, enabling GNN training on datasets
far larger than what a single machine’s CPU memory could
handle. OUTRE introduces an out-of-core sampling-based
framework that focuses on reducing overall data volume
requests for external storage, rather than just minimizing the
percentage of data attempts. By identifying and addressing
data redundancies, OUTRE incorporates partition-based batch
construction, historical embedding caching, and automatic
cache space management. Finally, TIGER enhances inductive
KG reasoning by accelerating subgraph extraction through
a Slice&Cache procedure, which improves SSD sequential
access. The SiGMa slicing algorithm balances redundancy and
efficiency, offering significant computational savings. Overall,
Ginex, OUTRE, and TIGER push the boundaries of scalable
GNN training by optimizing data access and memory usage,
setting the stage for even more efficient large-scale graph
learning systems.
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