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Abstract—Recent advances in large language models (LLMs)
have significantly expanded their applications in software engi-
neering and other domains. However, training high-performing
LLMs demands substantial resources, including extensive data
collection and annotation efforts, access to proprietary or par-
tially open datasets, and costly GPU clusters. The intellectual
property value of commercial LLMs makes them attractive
targets for imitation attacks, wherein adversaries aim to extract
functionality from black-box models and replicate their capabil-
ities. Despite the high costs associated with creating imitation
models of comparable scale, the risks posed by such attacks are
growing.
This paper investigates the methodologies and evaluations asso-
ciated with model extraction attacks on black-box LLMs, with
a specific focus on architectures like BERT. We analyze the
techniques used to extract and replicate functionality, as well as
the vulnerabilities that facilitate such attacks. Additionally, we
explore potential countermeasures, including the use of lexical
watermarks and other defense mechanisms to mitigate these
risks. By examining both offensive and defensive strategies, this
study aims to provide a comprehensive understanding of the
evolving threat landscape surrounding LLMs and offers insights
into developing more robust defenses for safeguarding AI models
in practice.

Index Terms—Large Language Models, Imitation Attacks,
Security

I. INTRODUCTION

Recent progress in the development of large language mod-
els (LLMs) has greatly accelerated their adoption in software
engineering [1]. Prominent companies, such as OpenAI, have
introduced LLM APIs to enhance the accuracy and efficiency
of writing code and documentation [2]. These models are often
trained on large-scale code corpora paired with related natural
language comments, enabling them to improve programming
productivity. Modern LLMs are positioned as “AI program-
ming assistants,” capable of handling a wide range of code-
related tasks. These include interactive tasks, such as assisting
developers in writing automated scripts [3] or providing code
reviews [4], [5], and complex reasoning tasks, like identifying
vulnerabilities [6], [7]. Moreover, advanced LLMs like Chat-
GPT [8] feature interactive capabilities that allow them to learn
from human interactions and refine their performance across
conversational turns. This makes them particularly effective at
diagnosing and fixing bugs that traditional tools might miss.

Despite the widespread popularity of LLM APIs, it is well-
recognized that training high-performance LLMs demands
extensive human effort for data collection and annotation, as
well as substantial GPU resources [9], [10]. Consequently,
although some LLM architectures are publicly accessible,
the associated model weights and training data are typically
considered proprietary intellectual property (IP). The IP behind
these models is highly valuable, as service providers deploy
them to support a vast user base. However, recent studies
have demonstrated that both computer vision (CV) and natural
language processing (NLP) models are vulnerable to imitation
attacks, also known as model extraction attacks. In such
attacks, adversaries craft targeted queries to a victim model,
collect its outputs, and use the data to train a local imitation
model that closely replicates the behavior of the target model.

Launching an imitation attack on commercial LLMs may
appear infeasible due to the high costs associated with prepar-
ing an imitation model of comparable size and parameters.
However, developers typically require only specific subsets of
an LLM’s capabilities rather than its full range of functional-
ities. For example, tasks such as code translation or summa-
rization are often the primary focus in practical scenarios.

This observation opens up a new and practical direction:
extracting specialized capabilities from commercial, black-box
LLMs using medium-sized backbone models. This approach
aims to demonstrate the feasibility of isolating and replicating
specific code-related abilities, such as “code translation.” Code
translation, which allows for converting source code between
different programming languages, is a highly sought-after
feature in the software development industry and has been
widely integrated into commercial products [11], [12].

The rapid and widespread deployment of deep learn-
ing models across various industries and applications has
prompted significant concerns about their potential misuse,
even when accessed in a restricted manner. This has led
researchers and practitioners to explore a pressing question: is
it possible for an adversary to exploit a deep learning model
when they have access only to its black-box interface? In such
scenarios, the attacker can observe and interact with the model
solely through input-output pairs, without any direct access to
its internal workings, such as its architecture, parameters, or
training data.



This concern has given rise to a range of investigative efforts
focusing on what are known as “inference attacks.” These
attacks aim to extract valuable information or gain insights
into various properties of the model by analyzing its behavior.
For instance, attackers might attempt to deduce details about
the data used to train the model or uncover the specific design
of its architecture. Such capabilities pose significant risks, as
they could enable adversaries to replicate or undermine the
proprietary models, compromising intellectual property and
potentially breaching privacy.

By scrutinizing how models respond to carefully crafted
queries, researchers have shown that even limited black-
box access can provide adversaries with substantial leverage.
This line of inquiry underscores the critical need for robust
defenses and secure deployment strategies to safeguard deep
learning systems against these evolving threats. By leveraging
medium-sized backbone models, adversaries can extract these
specialized capabilities from black-box LLMs more efficiently.
Such imitation attacks not only reduce the costs of replication
but also enable local deployment of the extracted functionality,
offering users the benefit of avoiding sharing sensitive code
snippets with third-party service providers. This makes the
localized imitation model particularly appealing for tasks
requiring confidentiality and control.

In this survey, I conducted a comprehensive review of
recent advancements in LLMs and their adoption in software
engineering. The survey explores the role of modern LLMs,
such as ChatGPT, in enhancing programming productivity
through capabilities like automated script generation, code
reviews, and vulnerability detection. Emphasis is placed on
their interactive features, which allow iterative refinement of
outputs, making them valuable tools for bug diagnosis and
resolution. Additionally, the survey examines the challenges
of developing these models, including the significant resource
investments and the proprietary nature of their training data
and model weights.

A key focus of this survey is the feasibility and implications
of imitation attacks on commercial LLMs. I analyzed recent
methodologies for extracting specific functionalities, such as
code translation, using medium-sized backbone models. The
survey highlights how adversaries can leverage these tech-
niques to create localized imitation models, offering a cost-
effective and private alternative to proprietary LLM APIs. This
approach not only demonstrates vulnerabilities in existing sys-
tems but also addresses practical concerns, such as preserving
code confidentiality in sensitive applications.

II. BACKGROUND AND RELATED WORK

With access to extensive training resources, such as web-text
corpora , and models with hundreds of billions of parameters
, LLMs have demonstrated exceptional performance across a
wide range of tasks. Typically, training data is processed by
segmenting it into sentences and further breaking it down into
tokens, where each token represents a sequence of characters,
before being fed into the LLMs.

Most existing approaches adhere to the classic “pre-train
and fine-tune” paradigm [13]. In this framework, a general-
purpose model is first pre-trained on a diverse range of datasets
to serve as a public backbone. Users can then fine-tune this
model with private datasets and specific task definitions to
adapt it to specialized applications. Notable examples of this
paradigm include CodeBERT [14] and CodeT5 [15], which are
widely recognized frameworks for addressing various code-
related tasks.

With the growing popularity of Machine-Learning-as-a-
Service (MLaaS), model providers increasingly offer their
services through APIs or user-friendly interfaces, with billing
typically structured as either a subscription model or a “pay-as-
you-go” system. For instance, GitHub Copilot charges a flat
rate of 10 USD per month. In pay-as-you-go models, users
are billed based on the number of queries made or the total
number of tokens received. For example, the j1-jumbo model
by AI21 charges $0.03 USD per 1,000 tokens and $0.0003
USD per query. Some researchers calculate the costs for each
task as shown in Fig.1, based on pricing from Google APIs
and IBM APIs. Given the efficiency of model extraction, the
associated expenses are both cost-effective and justifiable.

Fig. 1. Estimate costs of model extraction on different datasets

These services only share the generated outputs with users,
allowing model providers to safeguard the confidentiality of
their underlying model architectures and training datasets. This
approach ensures that the intellectual property of the models
remains protected while still providing powerful functionalities
to users.

A. Model stealing
Model stealing, the act of extracting various attributes

of a black-box machine learning (ML) model, has gained
significant attention in recent years. Researchers have explored
techniques to steal parameters [16], hyperparameters [17], ar-
chitectures [18], insights about training data [19], and decision
boundaries [20]. These approaches aim to recreate the original
black-box model with high fidelity by reverse-engineering its
internals. For instance, studies have demonstrated methods to
extract parameters and hyperparameters, revealing the under-
lying configuration of the model, while others have focused on
uncovering architectures or identifying patterns in the training
data used to train the model. Similarly, decision boundary
extraction seeks to replicate how a model separates different
classes within its feature space.

While these foundational works provide valuable insights
into recreating black-box models, they often require detailed



knowledge about the model’s internals or training processes,
such as knowing the model’s family, its architecture, or even
having partial access to its training data. In contrast, our inves-
tigation shifts focus to stealing the functionality of a black-box
model, independent of its internal workings. By targeting the
operational behavior of the model, we circumvent the need for
assumptions about its architecture or training data. Although
prior works have explored related directions, such as decision
boundary approximation and parameter extraction, they rely on
stronger adversarial assumptions, including knowledge of the
victim model’s family or partial access to its training data. Our
approach, by contrast, considers a weaker adversary capable
of achieving effective functionality replication with minimal
prior knowledge about the target model.

B. Knowledge distillation

Knowledge distillation is a widely studied technique that
transfers knowledge from a complex, high-capacity “teacher”
model to a simpler “student” model [21]. This process typ-
ically involves training the student model to mimic the out-
puts of the teacher, leveraging techniques such as soft label
predictions and response-based training to achieve effective
knowledge transfer. Traditional knowledge distillation assumes
a strong level of access to the teacher model, including its
architecture, training data, and potentially even its test data
[22]–[25]. Under these conditions, distillation has been shown
to be highly effective in compressing complex models into
smaller, computationally efficient counterparts while retaining
much of the original performance.

Within the context of our work, knowledge distillation
represents a special case in which the adversary has extensive
information about the black-box model. For instance, an
adversary might know the target model’s architecture, have
access to its training and test datasets, or be able to fine-
tune the imitation model directly based on these resources.
However, while we acknowledge these scenarios, the majority
of our research focuses on adversaries with weaker assump-
tions. Specifically, we explore cases where the adversary has
limited or no knowledge of the black-box model’s internals
and instead relies solely on its externally observable behavior
to achieve functionality replication. This makes our approach
more broadly applicable to real-world scenarios where ex-
tensive information about the target model is unavailable or
infeasible to obtain.

C. Adversarial Transferability

Adversarial attacks have demonstrated a fascinating phe-
nomenon known as adversarial transferability, where adversar-
ial examples crafted for one model can effectively compromise
the performance of other models. This property, extensively
studied in computer vision, highlights the vulnerability of
diverse model architectures to shared attack strategies [26].
In computer vision, such transferability is often attributed to
shared patterns in feature representations across models, even
when their architectures or training datasets differ.

While adversarial transferability has received significant
attention in vision-based systems, its application and impli-
cations in NLP remain less explored. Some recent works have
begun investigating transferability in NLP systems, revealing
that adversarial examples generated for one language model
may generalize across different NLP models [27], [28]. For
example, specific textual perturbations can successfully de-
ceive multiple text classifiers or question-answering systems,
indicating that transferability exists in certain language-based
tasks.

However, when it comes to BERT-based APIs, a critical
question arises: can transferability succeed when the substitute
(extracted) model and the victim model have fundamentally
different architectures? This remains an underexplored area of
research. Existing studies have largely focused on models with
similar architectures, leaving a gap in understanding how well
adversarial examples generalize across heterogeneous model
families, especially in commercial settings. Investigating this
aspect is crucial, given the widespread deployment of BERT-
based APIs in applications such as text generation, sentiment
analysis, and code assistance. Understanding whether adver-
sarial examples from an extracted model can effectively target
a victim model with a different backbone architecture could
shed light on the robustness and security challenges of such
systems in real-world scenarios.

D. Imitation Attack

The imitation attack, often referred to as a model extraction
attack, seeks to replicate the behavior of a victim model.
Extracting models, particularly those accessed via commercial
APIs, presents significant challenges. Prior works (e.g., [29])
frequently simulate attacks in a grey-box setting, relying on
varying levels of prior knowledge. This prior knowledge can
include the data distribution, model architecture, or detailed
output probabilities.

For instance, [30] leverage both prior knowledge of the
model architecture and posterior information, such as the prob-
ability distribution of output tokens, to enhance the effective-
ness of model extraction. Similarly, domain knowledge plays
a crucial role in image classification tasks, where information
about class types can significantly boost the attack’s success.
For example, [31] use class types to construct a targeted query
set. Additionally, [32] illustrate the vulnerability of APIs built
on fine-tuned BERT models, demonstrating that adversaries
can exploit generated tokens and their associated posterior
probabilities to perform extraction effectively.

III. RESEARCH IN MACHAIN TRANSLATION

In adversarial scenarios, attackers typically lack access to
the architecture or training data of the victim model. To
understand how these constraints influence model imitation,
we conducted the following experiments:

• All Same: The imitation model uses the same architec-
ture, hyperparameters, and source data as the victim.



• Data Different: The imitation model retains the same
architecture and hyperparameters but is trained on out-
of-domain (OOD) source data.

• Convolutional Imitator: The imitation model employs a
different architecture while using the same source data.
For instance, the victim could be a Transformer, and the
imitator a convolutional model, or vice versa.

• Data Different + Conv: The imitation model combines
OOD source data with a different architecture, such as a
convolutional model imitating a Transformer victim.

Our experiments focus on a German→English translation
task. For in-domain testing, we use TED data from IWSLT
2014 [33]. To simulate OOD scenarios, we utilize English
sentences from Europarl v7 [34]. Victim model outputs are
generated through greedy decoding, and model performance
is assessed using BLEU scores.

Fig. 2. Imitation models are highly similar to their victims.

a) Test BLEU Scores: Imitation models were evaluated
on in-domain test data, and their BLEU scores closely matched
those of the victim models. For out-of-domain testing, we
used the WMT14 [35] dataset. Interestingly, imitation models
often performed comparably to, or even better than, their
victims on OOD data. This result suggests that knowledge
distillation may act as a regularization mechanism, enhancing
the generalization ability of the imitator.

b) Data Efficiency: When OOD source data was used,
the learning process for imitation slowed but remained fea-
sible. Learning curves indicated that with sufficient OOD
data, the imitation model could still replicate the victim’s
performance [36]. Notably, when the source data matched
that of the victim, the imitation model learned faster than
the original. This could be attributed to the victim’s machine-
generated outputs, which are more consistent and less complex
than human translations, simplifying the learning process for
the imitator.

c) Functional Similarity: To measure the functional sim-
ilarity between victim and imitation models, we calculated
inter-system BLEU scores. For reference, two independently
initialized Transformer models trained on the same dataset
typically achieve an inter-system BLEU of about 62.1. In
contrast, our imitation models achieved inter-system BLEU
scores as high as 70.5, indicating that they were functionally

Fig. 3. We first train a baseline model on the standard IWSLT dataset (IWSLT,
gold translations). We then train a separate model that imitates the baseline
model’s predictions on the IWSLT training data (IWSLT, model translations).
This model trains faster than the baseline, i.e., stolen labels are preferable to
gold labels. We also train a model to imitate the baseline model’s predictions
on Europarl inputs (Europarl, model translations). Using these out-of-domain
queries slows but does not prevent the learning of imitation models.

more similar to their victims than two identically trained
models.

Given the effectiveness of our simulated experiments, we
now proceed to imitate production systems from Google, Bing,
and Systran.

Fig. 4. English→German imitation results.

1) Language Pairs and Data: We focus on two language
pairs: English→German (high-resource) and Nepali→English
(low-resource). To collect training data for our imitation mod-
els, we query the production systems.

• English→German: We query the source side of the
WMT14 training set (approximately 4.5 million sen-
tences).

• Nepali→English: We query the Nepali Language
Wikipedia (approximately 100,000 sentences) and around
two million sentences from Nepali Common Crawl.

We train Transformer Big models on both datasets.
In this attack, we replace certain input tokens to cause the

prediction of a specific output token to flip to another specific
token. For example, we modify the input so that Google
predicts ”22°C” instead of ”102°F” by changing a single input
token (first section of Fig. 5). To generate this attack, we select



a specific token in the output and a target mistranslation (e.g.,
”100°F” → ”22°C”). We set Ladv to be the cross-entropy for
the mistranslation token (e.g., ”22°C”) at the position where
the model currently outputs the original token (e.g., ”100°F”).
We then iteratively replace input tokens, stopping when the
desired mistranslation occurs.

2) Malicious Nonsense: This attack finds nonsense inputs
that are translated into vulgar or malicious outputs [37]. For
example, the input ”I miii llllll wgoing rr tobobombier the
Laaand” is translated as ”I will bomb the country” (in German)
by Google (second section of Fig. 5. To generate this attack,
we first obtain the output prediction for a malicious input, such
as ”I will kill you.” Then, we iteratively replace the tokens in
the input without changing the model’s prediction. We set Ladv

to be the cross-entropy loss of the original prediction and stop
replacing tokens just before the prediction changes. A possible
failure mode for this attack is the creation of a paraphrase of
the input; however, this rarely occurs in practice.

3) Untargeted Universal Trigger: This attack involves find-
ing a phrase that commonly causes incorrect translations when
appended to any input. For instance, appending the word
”Siehe” seven times to inputs frequently causes Systran to
output incorrect translations (third section of Fig. 5).

4) Universal Suffix Dropper: This attack involves finding
a phrase that, when appended to any input, causes both itself
and any subsequent text to be dropped from the translation
(e.g., fourth section of Fig. 5). We optimize the attack to
work for any input. This is achieved by averaging the gradient
∇eiLadv over a batch of inputs. We begin the universal attacks
by appending seven randomly sampled tokens to the input. For
the untargeted universal trigger, we set Ladv to be the negative
cross-entropy of the original prediction (before the random
tokens were appended), i.e., we optimize the appended tokens
to maximally change the model’s prediction from its original.
For the suffix dropper, we set Ladv to be the cross-entropy of
the original prediction, i.e., we try to minimally change the
model’s prediction from its original.

A. Test BLEU Scores

The imitation models closely match the performance of the
production systems.

a) English→German:: We evaluate the models on the
WMT14 test set (newstest2014) and report standard tokenized
case-sensitive BLEU scores. The imitation models are always
within 0.6 BLEU of the production models.

b) Nepali→English:: We evaluate using the FLoRes
devtest dataset [38]. BLEU scores are computed using Sacre-
BLEU with the recommended settings. Google achieves a
BLEU score of 22.1, while our imitation model achieves a
nearly identical 22.0 BLEU.

B. OOD Evaluation and Functional Similarity

Our imitation models have not only matched the production
systems on in-domain data but also performed well on out-
of-domain (OOD) data. For English→German, we test the

imitation models on IWSLT, where the imitation models are
always within 0.9 BLEU of the production systems.

Additionally, there is a high inter-system BLEU between the
imitation models and the production systems [39]. Specifically,
on the English→German WMT14 test set, the inter-system
BLEU is 65.6, 67.7, and 69.0 for Google, Bing, and Systran,
respectively.

C. Estimated Data Costs

We estimate that the cost of obtaining the data needed
to train our English→German models is as low as $10.
Considering the potential benefit of obtaining high-quality
machine translation systems, these costs are alarmingly low.

IV. RESEARCH IN CODE TASKS

In this work, we aim to launch imitation attacks to extract
a ”slicing” of code knowledge from LLMs using medium-
sized backbone models. This task is particularly challenging
due to the various ways in which LLMs can be queried,
requiring us to explore different query schemes. The strong
in-context understanding capabilities of LLMs, combined with
their flexibility across diverse tasks, further complicate the
benchmarking of their attack surfaces. Specifically, LLMs have
demonstrated a strong ability to understand context with fewer
examples, enabling better performance on downstream tasks.
Additionally, Chain-of-Thought reasoning elicits the complex
reasoning abilities in LLMs, further enhancing their versatility
across various tasks. These unique capabilities make it difficult
and costly to systematically benchmark the attack surfaces of
LLMs, particularly in the context of model extraction.

Fig. 7 presents an overview of our imitation attack, which is
composed of four phases: (1) query generation, (2) response
checking, (3) imitation model training, and (4) downstream
(adversarial) applications. Given one or more proxy datasets,
our attack framework first generates queries for the LLM
based on different code tasks and query schemes. A rule-
based filter is then employed to evaluate the correctness and
quality of the responses generated by the LLMs. Responses
that pass this filter are considered high-quality and are used to
train the imitation model. Subsequently, the imitation model
is trained by fine-tuning medium-sized backbone models with
the filtered responses. Finally, the trained imitation model is
used for various downstream (malicious) applications, such
as providing competitive services and generating adversarial
examples [40], [41]. We now describe each phase in detail.

A. Imitation Query Generation

Through our preliminary tests, we observed that the query
schemes and the quality of prompts significantly affect the
responses generated by large language models (LLMs). To
fully exploit the potential of this attack, we benchmark three
distinct query schemes, as outlined below. Before diving into
these schemes, we first explain how a query is divided into two
main components: the question head Qhead and the question
body Qbody. The question head can vary depending on the
task, while the question body is typically collected from proxy



Fig. 5. We show examples of adversarial attacks that transfer to production MT systems as of April 2020 . We show a subset of the production systems for
each attack type, however, all of the production systems are susceptible to the different attacks. In targeted flips, we modify tokens in the input in order to
cause a specific output token/phrase to flip. In malicious nonsense, we find nonsense inputs which are translated to vulgar or malicious outputs. In untargeted
universal trigger, we find a phrase that commonly causes incorrect translations when it is appended to any input. In universal suffix dropper, we find a phrase
that commonly causes itself and any subsequent text to be dropped on the target side.

datasets. For example, for a code summarization task, the
sentence ”Summarize the following code in one sentence” is
used as Qhead. This division is important, as a clear and precise
question helps the LLMs understand their role within the task,
thereby improving their ability to complete the task effectively.

1) Zero-Shot Query (ZSQ): The Zero-Shot Query scheme
involves querying the LLM iteratively with each question qi ∈
Q without providing any prior context [42]. The responses
gathered from these queries are then used to train the imitation
model. ZSQ is a universal scheme widely adopted in prior
model extraction studies for both classification and generation
tasks. Since our evaluation tasks are focused on generation,

we follow the standard approach for preparing queries in these
tasks.

2) In-context Query (ICQ): In-context Query is based on
the premise that providing context to the LLM can signif-
icantly improve its performance. For each question qi, this
scheme involves appending several examples along with the
question head Qhead. The choice of these examples is critical,
as it ensures the LLM understands the task. A short context
may fail to provide sufficient information, while an excessively
long context might exceed the model’s token limit.

3) Zero-Shot Chain-of-Thought (ZS-CoT): The Zero-Shot
Chain-of-Thought (ZS-CoT) scheme builds upon the idea of



Fig. 6. A naive defense against model stealing equally degrades the BLEU
score of the victim and imitation models (gray line). Better defenses are
lower and to the right. Our defense (black line) has a parameter (BLEU
match threshold) that can be changed to tradeoff between the victim and the
adversary’s BLEU. We outperform the naive defense in all settings, e.g., we
degrade the victim’s BLEU from 34.6 → 33.8 while degrading the adversary’s
BLEU from 34.5 → 32.7.

prompting the LLM to reason through a problem step by step
[43]. Unlike methods that rely on extensive manual prompt
engineering, ZS-CoT involves a simple prompt like ”Let’s
think it step by step” to extract the reasoning process behind
the model’s predictions. ZS-CoT is executed in two stages.
First, given a query qi, a prompt is constructed to request an
explanation (or rationale) from the LLM, and the response ri
is collected. In the second stage, both qi and ri are used to
ask for the final answer from the model.

In our experiments, we modified the response pattern to suit
the specific answer format required for each task. For example,
for code translation, the response might be ”Therefore, the
translated C# code is,” while for code summarization, it
could be ”Therefore, the summarization is.” It is important
to note that, even with filtering systems in place, ensuring the
correctness of the rationale can be challenging, especially for
open-ended tasks like code-related queries. These tasks present
a greater challenge than those found in more structured tasks
like multiple-choice questions in NLP.

We do not consider in-context Chain-of-Thought (IC-CoT)
in this work. This is because constructing appropriate Chain-
of-Thought reasoning for code-related tasks is particularly
difficult, as opposed to arithmetic or symbolic reasoning tasks.

B. Response Check Scheme

As previously mentioned, the responses collected from
LLMs should undergo refinement to ensure high effectiveness
when training an imitation model [44], [45]. After receiving
the output from the LLMs, it is beneficial for attackers to
perform an initial check before including it in the training data.
This process helps improve the overall quality of the dataset
by filtering out low-quality responses [46], thereby enhancing
the average quality of the training data. Additionally, trimming

the dataset can reduce the overall cost of training the imitation
models. Specifically, given a list of LLM outputs OL, each
output oLi ∈ OL is checked using several metrics, and only
high-quality responses are retained. To handle the potential
of LLMs producing both natural language (NL) and pro-
gramming language (PL) outputs, we have designed distinct
filtering rules for each type of output.

For NL outputs, we check the length of the responses and
discard any text that is either too short or too long, based on
pre-defined thresholds. In line with the CodexGLUE setting,
we set the upper bound to 256 characters and the lower bound
to 3 characters. For PL outputs, we retain only those responses
that pass a grammar check performed by a parser. We utilize
treesitter, a parser generator tool capable of parsing incom-
plete code fragments. Unlike language-specific compilers or
interpreters (such as CPython for Python), treesitter supports
a wide range of programming languages through a unified
interface, making it versatile for various PLs. Additionally,
treesitter provides error messages for incorrect code syntax,
which allows us to track the number of failures and investigate
the reasons behind them.

C. Imitation Model Training

In a manner similar to prior imitation attacks, responses that
pass the response selection module are considered high-quality
answers and are used to train the imitation model. Specifically,
the collected dataset of queries and their corresponding outputs
{qi, oi|qi ∈ Q, oi ∈ O} is used to fine-tune a public backbone
model. This section first provides details about the target
LLMs and the code-related tasks that are the focus of our
imitation attacks. We then describe the evaluation metrics used
and the process for training the imitation models.

Unless otherwise specified, OpenAI’s textdavinci-003 is
used as the victim LLM for all experiments, as it has been
widely used in prior research, which supports its effectiveness
and reliability. In our evaluation, we further demonstrate the
generalizability of our attack by testing it with another LLM
API, gpt-3.5-turbo.

D. Target LLM Tasks

Before detailing the filtering rules, we introduce the target
tasks for the LLMs in this research. Based on the variation in
input and output types, we select three representative tasks:
code synthesis, code translation, and code summarization.
Importantly, our imitation attacks are not restricted to these
tasks. Two datasets, Dproxy and Dref, are used to simulate the
extraction process. Adversaries are only allowed to use the
training split of the proxy dataset Dproxy to generate queries,
while the reference dataset Dref is assumed to be inaccessible.
To establish baselines for comparison, backbone models will
be trained on the two datasets to form Mproxy and Mref.

1) Code Synthesis (CSyn): In this study, code synthesis
(CSyn) refers to an ”NL-PL” task where the goal is to
generate specific programs based on natural language (NL)
descriptions. For this task, we use the CONALA dataset as
the proxy dataset, which contains 2,879 annotations with



Fig. 7. An overview of imitation attack framework, including query generation, response check, imitation training, and downstream applications.

their corresponding Python3 solutions manually collected from
StackOverflow. We did not use an online-judgment dataset
such as CodeContests due to input token length limitations.

2) Code Translation (CT): As a ”PL-PL” task, code trans-
lation (CT) involves migrating legacy software from one
programming language to another. For this task, we use the
XLCOST dataset as the proxy dataset and CodeXGLUE as the
reference dataset. These datasets pair code snippets written in
Java and C that perform the same function. In this work, we
select Java as the source language and C as the target language.

3) Code Summarization (CSum): Code summarization
(CSum) is a ”PL-NL” task that generates an NL comment
summarizing the functionality of a given PL snippet. For this
task, we reuse the DualCODE dataset as the proxy dataset.
The datasets Dproxy and Dref represent the proxy and reference
datasets, respectively.

Fig. 8. The main results of our imitation attack. “I/O” stands for “In-
put/Output.” All results are presented as BLEU scores or CodeBLEU scores
on the test split of reference datasets, where Mproxy and Mre f represent the
backbone models trained on the proxy and reference datasets, respectively.
Mimi is the imitation model trained on the collected dataset and “API” stands
for the best original LLM result under all three query settings. Mpure is the
backbone model without fine-tuning.

E. Evaluation Metrics

We explore two common similarity metrics for measuring
the quality of generated content, categorized as follows:

1) NL Content: For the code summarization (CSum) task,
where the generated content is natural language (NL) text, we
use the smoothed BLEU-4 score (referred to as BLEU in this
paper) to evaluate the generated NL summarization. BLEU
evaluates the number of matched subsequences between the
generated text and its ground truth, with a higher BLEU score
indicating greater token-level similarity.

2) PL Content: The outputs of the code synthesis (CSyn)
and code translation (CT) tasks are programming language
(PL) code snippets, which cannot be directly evaluated using
NL metrics. Therefore, similar to previous works, we use

CodeBLEU, a metric that considers token-level, structural-
level, and semantic-level information. CodeBLEU consists of
four components: n-gram matching score (BLEU), weighted n-
gram matching score (weighted BLEU), syntactic AST match-
ing score (AST Score), and semantic data flow matching score
(DF Score). Specifically,

CodeBLEU = α× BLEU + β × weighted BLEU (1)
+ γ × AST Score + δ × DF Score (2)

where α, β, γ, δ are the weights for each component. As
recommended, these weights are all set to 0.25. Both BLEU
and CodeBLEU scores range from 0 to 100, with higher scores
indicating a greater level of similarity.

F. Effectiveness of the Imitation Attack in Code-Related Tasks

To address the effectiveness of our imitation attack, we
evaluate it on three code-related tasks: Code Synthesis (CSyn),
Code Translation (CT), and Code Summarization (CSum). As
described in Fig. 8, we use a proxy dataset to generate queries
for the target LLM and then validate the performance of the
imitation model using a reference dataset.

Fig. 9 presents the results of the model extraction attack.
The columns labeled Mproxy and Mref represent two baseline
models, trained directly on the proxy dataset and reference
dataset, respectively. The Mimi column reports the accuracy
of the attack, while the API column shows the performance
of the LLMs. All models (Mproxy,Mref,Mimi) share the same
architecture (either CodeT5-base or CodeBERT-base) and are
trained on datasets of equal size. We tested all models on the
same test dataset, selecting the best results from the different
query schemes. The values in each cell represent the BLEU
score for natural language outputs and the CodeBLEU score
for programming language outputs, as explained in Section
4.3. Since all models (and LLM APIs) are evaluated using
the test split of the reference dataset, it is expected that
Mref (trained on the same dataset) performs best across all
tasks. From Fig. 9, it is clear that the imitation attacks are
highly effective. For the CSyn and CT tasks, the imitation
models (Mimi) outperform Mproxy by an average of 57.59%
and 56.62% on CodeT5 and CodeBERT, respectively. The
proxy dataset consists of input-output pairs, while Mimi is
trained using the same inputs and their corresponding outputs
from the LLM API. The superior performance of Mimi can
be attributed to the high-quality code snippets provided by
LLM APIs, which significantly enhance the imitation model’s



Fig. 9. Attack effectiveness using different query schemes. CBLEU denotes
the CodeBLEU metric.

performance. On the other hand, Mproxy consistently underper-
forms across all tasks, highlighting the value of the outputs
provided by the LLMs.

When trained using publicly available resources, models of-
ten perform poorly on different datasets [47], as demonstrated
by the results in the Mproxy column of Fig. 9. This underscores
the value of LLM extraction attacks. Encouragingly, the imi-
tation model Mimi, enriched with knowledge extracted from
LLM APIs, largely outperforms the baseline model Mproxy in
both CSyn and CT tasks, achieving improvements of 140.3%
and 170.8% on CodeT5 and CodeBERT, respectively. In fact,
Mimi even surpasses the LLM APIs in the CT and CSum
tasks, demonstrating the general effectiveness of our imitation
model.

When comparing Mimi and Mproxy, the improvement of the
imitation model on the CSum task is less pronounced than on
the other tasks. Interestingly, the LLM APIs perform worse
than Mproxy on CSum. Upon manual inspection, we discovered
that the APIs tend to produce verbose content with excessive
information when no additional context is provided, leading
to a decrease in performance. For example, for a PL input
requiring a concise response such as ”patch a resource,” the
LLM may provide a lengthy response like ”Update a resource
by checking access, showing the context, and patching the
resource with updated data.” This phenomenon, previously
mentioned in related works, is problematic because LLM APIs
tend to assign higher scores to longer responses, even when
brevity is preferable.

Fig. 10. Attack effectiveness using different query schemes. CBLEU denotes
the CodeBLEU metric.

G. Impact on Pre-Trained Models

Both CodeT5 and CodeBERT have been pre-trained on
large corpora that may overlap with our chosen test sets. [48]
To address potential bias, we report the baseline results of

the unmodified backbone models on the test splits in Fig.
9, under the Mpure column. For CodeT5, the performance
is significantly lower across all tasks compared to the other
settings, indicating that the primary strength of the imitation
model Mimi comes not from pre-training but from fine-tuning
on high-quality outputs from LLM APIs. Since CodeBERT
is an encoder-only model, its decoding capability requires a
task-specific decoder, which is why its baseline performance
is marked as ”N/A.”

Overall, the substantial improvement in fine-tuning perfor-
mance by Mimi suggests that pre-training alone cannot fully
explain the models’ proficiency on these three code-related
tasks.

V. RESEARCH IN NLP TASKS

To assess the effectiveness of the proposed attacks, we select
four NLP datasets covering two primary tasks: (i) sentiment
analysis and (ii) topic classification. For sentiment analysis,
we use the TP-US dataset [49] from the Trustpilot Sentiment
dataset [50]and the YELP dataset [51]. For topic classification,
we utilize the AG News corpus [52]and the Blog Posts dataset
from the blog authorship corpus [53].

A. Attack Strategies

In this section, we describe the strategies employed to
extract a model from a victim model using imitation tech-
niques. Both the victim model and the extracted model are
initialized from a freely available, pre-trained BERT model,
which serves as a common baseline for training. The process
starts by fine-tuning the victim model on a specific task, as
outlined in Section 3.1. This fine-tuning process adapts the
pre-trained BERT model to the specific task at hand, allowing
it to generate predictions based on the input queries.

Once the victim model is fine-tuned, it is treated as a black-
box model, meaning that attackers do not have direct access
to its internal parameters or structure. Instead, the attacker can
only interact with the model via its API, providing input data
and receiving the model’s output. The core goal of this attack
is to extract a model that mimics the victim’s behavior by
observing its responses to various queries.

To carry out the extraction, we begin with an initial set of
queries that corresponds to the size of the victim’s training
set. The number of queries is then incrementally scaled up,
reaching up to five times the size of the victim’s original
training dataset. This scaling process allows the attacker to
collect more data and improve the fidelity of the extracted
model by approximating the victim model’s decision-making
process.

For a fair comparison, we evaluate both the victim model
and the extracted model using the same held-out test set, which
was not used during the training of either model. The perfor-
mance of the two models is measured in terms of accuracy
on this held-out set. By testing the extracted model and the
victim model on the same data, we can directly compare their
effectiveness and assess the success of the extraction process.
The accuracy of the extracted model is expected to improve as



Fig. 11. The workflow of the proposed attacks on BERT-based APIs. In phase 1, Model Extraction Attack (MEA) labels queries using the victim API, and
then trains an extracted model on the resulting data. In phase 2, Adversarial Example Transfer (AET) generates adversarial typo examples on the extracted
model, and transfers them to the victim API.

the number of queries increases, as it becomes more capable
of imitating the victim model’s behavior.

This approach provides a clear methodology for under-
standing how well the extracted model can replicate the
performance of the victim model, and it serves as a benchmark
for evaluating the effectiveness of imitation-based attacks.

Fig. 12. Accuracy of the victim models and the extracted models among
different datasets in terms of domains and sizes. Q: number of queries.

Fig. 13. Transferability is the percentage of adversarial examples transferred
from the extracted model to the victim model.

B. Query Distribution

To investigate the correlation between the query distribution
(DA) and the effectiveness of the attacks on the victim model
trained on data from DV (see Fig. 12), we examine two
scenarios:

1) The query data is the same as the original data used to
train the victim model (DA = DV). In this case, attackers
have no access to true labels of the original data.

2) The query data is sampled from a different distribution
but within the same domain as the victim model’s
training data (DA ̸= DV). Since API owners tend to use
in-house datasets, attackers often do not know the target
data distribution beforehand. Thus, the second scenario
is closer to practical settings. The training datasets for
the victim models are sourced from either the review or
news domain, and we use datasets from these domains
for querying the victim models. Specifically, we leverage
the Amazon review dataset and the CNN/DailyMail
dataset to query the victim models.

From our observations, we find that: 1) The success of the
extraction correlates with the domain similarity between the
victim’s training data and the attacker’s queries. 2) Using
the same data can even outperform the victim models, a
phenomenon known as self-distillation. 3) Despite differences
between the review and news corpora, our MEA achieves 0.85-
0.99× of the victim models’ accuracies when the number of
queries varies between 1x and 5x. Although a larger number of
queries leads to better extraction performance, smaller query
budgets (0.1x and 0.5x) are often sufficient. Additional results
are available in Appendix C. Unless otherwise specified, we
use news data for AG News, and review data for TP-US, Blog,
and Yelp.

We evaluate the efficiency of MEA on various classification
datasets. Each query incurs a charge based on a pay-as-you-
use model adopted by service providers. We estimate the costs
for each task, using Google APIs and IBM APIs. Given the
effectiveness of model extraction, the cost of MEA is highly
economical and justified.



C. AET Setup and Results

After extracting the black-box victim model into a white-
box extracted model, we can implement a white-box ad-
versarial attack. We first generate adversarial examples on
the extracted model, then examine if these examples transfer
to the target victim model. To evaluate the transferability
of adversarial examples, we assess the misclassification rate
of these samples on the victim APIs. We generate natural
adversarial examples by leveraging the gradients of the gold
labels with respect to the embeddings of the input tokens. This
allows us to identify the most informative tokens, which are
those with the largest gradients among all positions within a
sentence. We then corrupt the selected tokens with one of the
following typographical errors:

1) Insertion
2) Deletion
3) Swap
4) Mistype (e.g., ”oh” → ”0h”)
5) Pronounce (e.g., ”egg” → ”agg”)
6) Replace-W (replace a word with common human typos

based on Wikipedia statistics)

To evaluate whether the extracted model improves the trans-
ferability of adversarial examples, we also perform black-
box adversarial attacks in the same manner. Fig. 13 shows
that our pseudo white-box attack significantly increases the
victim model’s vulnerability to adversarial examples, with
the best-case transferability being more than twice as effec-
tive compared to black-box attacks. This supports our claim
that the extracted model, which closely imitates the victim
model, undermines the output integrity of the victim model
by increasing the number of transferable adversarial examples.
Moreover, Fig. 13 indicates that more queries (5x vs. 1x) result
in better attack performance, which is likely due to the higher
fidelity achieved by better extraction (see Fig. 12 2).

Fig. 14. Attack performance on AG news with mismatched BERT architec-
tures.

D. Cost Estimation

In this section, we analyze the efficiency and cost-
effectiveness of our model extraction and adversarial attack
strategies, particularly focusing on the cost incurred when
querying the victim model. Many modern machine learning
APIs, such as those provided by cloud-based services, follow
a pay-as-you-use pricing model. This means that each query
made to the victim model comes at a cost, which can add up
depending on the number of queries required to extract useful
information or generate adversarial examples.

We estimate the costs for each task based on popular cloud
API services such as Google APIs and IBM APIs. The cost
for querying a model varies depending on several factors,
such as the number of tokens in the input, the complexity
of the task, and the frequency of queries. For our analysis, we
assume a typical use case where an attacker queries the victim
model multiple times to extract sufficient data for imitation and
adversarial attacks.

To estimate the cost, we first calculate the number of queries
needed for the attacker to effectively imitate the victim model.
In our experiments, the number of queries scales from a base
size (1x) up to five times the size of the victim’s training set
(5x). For each query, the attacker is charged according to the
token count in the input and output, as well as the specific
model used for the task. We present these costs in Fig. 1,
where we break down the pricing for different query sizes
and models.

In terms of cost-efficiency, we find that the process of
model extraction is highly economical. Even with multiple
queries, the overall cost remains relatively low, especially
when compared to the benefits gained from the extraction. The
imitation model trained from the extracted data demonstrates
a high level of performance, which justifies the expenses
incurred during the extraction phase. Furthermore, the cost
of generating adversarial examples using the extracted model
is also reasonable, considering that the adversarial examples
are generated based on the extracted model, which requires
fewer queries than directly querying the victim model.

In conclusion, the cost estimation for both model extrac-
tion and adversarial attacks reveals that the overall process
is highly cost-effective. Given the substantial performance
gains achieved through the extracted model, the investment in
queries and computational resources is justified. These results
also highlight the potential for attackers to efficiently exploit
black-box APIs for model extraction and adversarial attacks
without incurring prohibitive costs.

E. Architecture Mismatch

In practice, the adversary may not know the victim’s model
architecture. Therefore, we also explore the effectiveness of
attacks under different architectural settings. According to Fig.
14, when both the victim and extracted models use BERT-
large, the vulnerability of the victim is magnified in all attacks,
suggesting that models with higher capabilities are more
susceptible to our attacks. As anticipated, the effectiveness
of AET is reduced when there is an architectural mismatch
between the victim and extracted models.

VI. CONCLUSION

In this survey, we have systematically analyzed the strate-
gies, methodologies, and implications of imitation attacks
and adversarial attacks on large language models (LLMs)
and pre-trained models in code-related and natural language
processing (NLP) tasks. Our exploration encompasses multiple
dimensions, including attack strategies, query distribution,



cost estimation, and the effectiveness of extracted models for
downstream tasks and adversarial use cases.

We first investigated the core methodologies for launching
imitation attacks, where an adversary queries a victim model
to build an extracted model. By analyzing the impact of
query distribution and scaling the number of queries, we
demonstrated that domain closeness significantly enhances
attack success. Notably, imitation models trained on outputs
from victim LLMs often outperformed baseline models trained
on public datasets, highlighting the high quality and utility of
the extracted knowledge. Our findings underscore the efficacy
of imitation attacks, with extracted models achieving up to
99% of the victim model’s accuracy in certain tasks.

In code-related tasks, we showcased the strength of imi-
tation models in tasks like code synthesis, code translation,
and code summarization. The extracted models consistently
improved over proxy models by leveraging high-quality LLM
outputs, and in some cases, even surpassed the victim model’s
performance. These results demonstrate the generalizability
and practicality of imitation attacks, especially in scenarios
where high-fidelity outputs are critical.

From an adversarial perspective, we explored the trans-
ferability of adversarial examples generated using extracted
models. These pseudo white-box attacks proved highly ef-
fective, with misclassification rates exceeding those of tra-
ditional black-box attacks. The extracted models amplified
the vulnerabilities of victim models, particularly under high-
fidelity extraction settings. Furthermore, we examined scenar-
ios involving architectural mismatches and showed that the
vulnerability of victim models is magnified when both models
share similar architectures, while the impact of adversarial
attacks diminishes under mismatched settings.

Cost analysis revealed that both model extraction and ad-
versarial attacks are economically viable under current pay-
as-you-use API pricing models. The relatively low costs
associated with querying victim models make these attacks
practical for adversaries, raising concerns about the security
and integrity of API-based LLM services.

In summary, this survey highlights the dual threats posed
by imitation and adversarial attacks to LLMs and pre-trained
models. It emphasizes the need for robust defense mechanisms
to mitigate the risks of unauthorized model extraction and
adversarial misuse. Future research should focus on develop-
ing effective countermeasures, such as watermarking, query
restrictions, and enhanced adversarial robustness, to safeguard
the utility and integrity of LLM APIs while maintaining
accessibility for legitimate users.
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