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Abstract

Graph neural networks (GNNs) have emerged due to their success
at modeling graph data. Yet, it is challenging for GNNs to efficiently
scale to large graphs. To tackle this challenge, we develop Dist-
DGL, a system for training GNNs in a mini-batch fashion on a
cluster of machines. DistDGL distributes the graph and its asso-
ciated data (initial features and embeddings) across the machines
and uses this distribution to derive a computational decomposition
by following an owner-computer rule. Furthermore, to reduce the
communication cost and improve the CPU utilization and end-to-
end performance of distributed GNN training systems, we propose
ByteGNN. ByteGNN provides an abstraction of graph sampling to
support high parallelism, applies a two-level scheduling strategy to
improve resource utilization, and designs a graph partitioning algo-
rithm tailored for GNN. At last, to avoid communication caused by
expensive data movement between workers, we propose Sancus, a
staleness-aware communication-avoiding decentralized GNN sys-
tem. By introducing a set of novel bounded embedding staleness
metrics and adaptively skipping broadcasts, Sancus abstracts de-
centralized GNN processing as sequential matrix multiplication
and uses historical embeddings via cache. Experiment results show
that the proposed methods effectively address the challenges of
scalability of GNNs.
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1 Introduction

Graph Neural Networks (GNNs) have shown success in learn-
ing from graph-structured data and have been applied to many
graph applications in social networks, recommendations, knowl-
edge graphs, etc. In these applications, graphs are usually huge, in
the order of many millions of nodes or even billions of nodes. For
instance, Facebook social network graph contains billions of nodes.
Amazon is selling billions of items and has billions of users, which
forms a giant bipartite graph for its recommendation task. Natural
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language processing tasks take advantage of knowledge graphs,
such as Freebase [29] with 1.9 billion triples.

It is challenging to train a GNN model on a large graph. Unlike
domains such as computer vision and natural language processing,
where training samples are mutually independent, graph inherently
represents the dependencies among training samples (i.e., vertices).
Hence, mini-batch training onGNNs is different from the traditional
deep neural networks; each mini-batch must incorporate those de-
pending samples. The number of depending samples usually grows
exponentially when exploring more hops of neighbors. This leads
to many efforts in designing various sampling algorithms to scale
GNNs to large graphs [7, 8, 31, 35, 78]. The goal of these methods
is to prune the vertex dependency to reduce the computation while
still estimating the vertex representation computed by GNNmodels
accurately.

It gets even more challenging to train GNNs on giant graphs
when scaling beyond a single machine. For instance, a graph with
billions of nodes requires memory in the order of terabytes attribut-
ing to large vertex features and edge features. Due to the vertex
dependency, distributed GNN training requires to read hundreds
of neighbor vertex data to compute a single vertex representation,
which accounts for majority of network traffic in distributed GNN
training. This is different from traditional distributed neural net-
work training, in which majority of network traffic comes from
exchanging the gradients of model parameters. In addition, neural
network models are typically trained with synchronized stochas-
tic gradient descent (SGD) to achieve good model accuracy. This
requires the distributed GNN framework to generate balanced mini-
batches that contain roughly the same number of nodes and edges
as well as reading the same account of data from the network. Due
to the complex subgraph structures in natural graphs, it is difficult
to generate such balanced mini-batches.

Unfortunately, current systems cannot effectively address the
challenges of distributed GNN training. Previous distributed graph
analytical systems [27, 58, 69] are designed for full graph computa-
tion expressed in the vertex-centric program paradigm, which is
not suitable for GNN mini-batch training. Existing domain-specific
frameworks for training GNNs, such as DGL [75] and PyTorch-
Geometric [20], cannot scale to giant graphs. They were mainly
developed for training on a single machine. Although there have
been some efforts in building systems for distributed GNN train-
ing, they either focus on full batch training by partitioning graphs
to fit the aggregated memory of multiple devices [38, 57, 70] or
suffer from the huge network traffic caused by fetching neighbor
node data [1, 80, 86]. System architectures [12, 49, 63] proposed for
training neural networks for computer vision and natural language

https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn


Conference, Dec. 6th,
Trovato et al.

Figure 1: Centralized vs. decentralized GNN processing ex-

ample. In the centralized scheme, workers periodically send

updates to a parameter server. In the decentralized scheme,

workers exchange them directly.

processing are not directly applicable because one critical bottle-
neck in GNN training is the network traffic of fetching neighbor
node data due to the vertex dependencies, while previous systems
majorly focuses on network traffic from exchanging the gradients
of model parameters.

In this work, we first develop DistDGL on top of DGL to per-
form efficient and scalable mini-batch GNN training on a cluster
of machines. It provides distributed components with APIs com-
patible to DGL’s existing ones. As such, it requires trivial effort to
port DGL’s training code to DistDGL. Internally, it deploys mul-
tiple optimizations to speed up computation. It distributes graph
data (both graph structure and the associated data, such as node
and edge features) across all machines and run trainers, sampling
servers (for sampling subgraphs to generate mini-batches), and
in-memory KVStore servers (for serving node data and edge data)
all on the same set of machines. To achieve good model accuracy,
DistDGL follows a synchronous training approach and allows ego
networks forming the mini-batches to include non-local nodes. To
reduce network communication, DistDGL adopts METIS [43] to
partition a graph with minimum edge cut and co-locate data with
training computation.

We conduct comprehensive experiments to evaluate the effi-
ciency of DistDGL and effectiveness of the optimizations. Overall,
DistDGL achieves 2.2× speedup over Euler [1] on a cluster of four
CPUmachines. Themain performance advantage comes from the ef-
ficient feature copy with 5× data copy throughput. DistDGL speeds
up the training linearly without compromising model accuracy as
the number of machines increases in a cluster of 16 machines and
easily scales the GraphSage [31] model to a graph with 100 million
nodes and 3 billion edges. It takes 13 seconds per epoch to train on
such a graph in a cluster of 16 machines.

While distributed mini-batch sampling has become the default
method for GNN training on a large graph (for which full-batch
training and full mini-batch training are not practical), existing
distributed GNN training systems suffer from a number of per-
formance problems. One main problem is that sampling can take
significantly longer time to complete than training, due to large
amounts of random data access and remote data fetching involved
in the sampling phase. The imbalance between the sampling and
training phases also leads to the under-utilization of computing

Figure 2: A toy 2-layer GNN example on Sancus: GPU𝑖−1
keeps its shards of H𝑖 and A𝑖 , with a full𝑊 ; H𝑖 are sent to

all GPUs in order via one-to-all broadcast (arrows omitted

without loss of generality). After 4 sequential broadcasts

→,→,→,→ and on-device computation, since the broadcasts

are in parallel, all H𝑖 updates for GPU𝑖−1. Next, Sancus may

tolerate H3 to skip 1 broadcast as shown by . In total,

only 4 + 3 = 7 broadcasts are needed.

resources and the problem is worsen if GPUs are used for training
(which further widens the gap between the sampling and train-
ing time) [66]. To address this imbalanced computing pattern in
mini-batch GNN training, existing systems have attempted to ap-
ply neighborhood caching [53] and fixed size prefetching [83] to
shorten the sampling time. However, it is difficult to set the right
hyper-parameters (i.e., cache ratio and prefetching number) for
training different GNN models on different graphs. Graph partition-
ing has also been applied to reduce the cost of remote data fetching
[86]. However, existing graph partitioning algorithms are designed
for traditional graph workloads (e.g., distributed PageRank) and
they do not consider the data access pattern and load balancing in
GNN training.

To address these problems, we further propose ByteGNN, a dis-
tributed GNN training framework to support fast end-to-end GNN
training in large graphs. To improve the efficiency of sampling, we
abstract the sampling phase of a mini-batch as a directed acyclic
graph (DAG) of small tasks, so that we can run DAGs and tasks
within each DAG in parallel. The fine-grained task abstraction in
DAG modeling also leads to the design of a two-level scheduling.
First, coarse-grained scheduling determines how much resources
should be used for minibatch sampling, in order to dynamically
adjust the computation loads between the sampling and training
phases to avoid resource contention and maximize CPU utilization.
Then, fine-grained scheduling decides the execution order of tasks
in the DAGs in order to pipeline the sampling outputs to be con-
sumed by the training phase at the right pace. The two scheduling
strategies work together to minimize the end-to-end GNN training
time. We also propose an effective graph partitioning algorithm
tailored for mini-batch graph sampling, which maintains the data
locality according to the data access pattern of mini-batch sampling
and balances the computation loads in the training, validation and
testing stages.

We implemented ByteGNN based on GraphLearn [86]. Our
performance evaluation shows that ByteGNN achieves significantly
higher training throughput and is more scalable than the state-of-
the-art distributed GNN systems. Experimental results show that
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ByteGNN achieves up to 23.8x speedup over GraphLearn and 3.5x
over DistDGL. The results verify that our system designs lead to
efficient GNN training.

In distributed training, the underlying system architecture of
how workers communicate is crucial, especially for GNNs with
substantial communication overhead. As illustrated in Figure 1,
two approaches exist: centralized and decentralized. Though most
distributed GNN systems [23, 39, 57, 83, 86] work in the popular
centralized parameter server (PS) scheme in Figure 1(a), they often
pay the price of heavy preprocessing and complex workflow, in pur-
suit of efficiency and scalability. By nature of GNNs, the intensive
communication between all the workers and the central PS plus
the waiting time for stragglers may lead to high communication
overhead [5]. Decentralized architectures, however, can be more
robust and easier to deploy, by avoiding the inconvenience in im-
plementing and tuning a PS, centralized bottleneck bandwidth, and
single point of failure [48]. Especially for large neural networks, the
decentralized scheme is proven to be more superior theoretically
[52].

To fill this gap in efficient GNN processing, we propose San-
cus, a staleness-aware communication-avoiding decentralized GNN
training system via adaptively skipping broadcast and caching his-
torical embeddings with bounded staleness. To bypass the irregular
data communication between GPUs, we firstly revisit the parallel
algorithms to distribute GNNs [70] and decrease communication
overhead in a fundamentally distinct way. As Figure 2 shows, by
regarding the GNN processing purely as a sequence of matrix mul-
tiplication operations in a decentralized scheme, each GPU loads
the split submatrices without taking the semantic meaning into
account. The excessively large adjacency and embedding matri-
ces are sliced into A𝑖 and H𝑖 𝑖 ∈ [1, 4] and distributed to GPU𝑖−1
with the full weight matrix𝑊 . Then H1 to H4 are sequentially
one-to-all broadcast to all GPUs in parallel. After 4 broadcasts, the
whole embedding matrixH is updated for a layer. Thus, by moving
intact matrix blocks, Sancus takes advantage of data parallelism
to avoid communication caused by intensive neighbor fetching.
Secondly, to further avoid communication under a decentral-
ized scheme, we propose to cache and skip-broadcast the historical
embeddingsWe define historical embeddings as the embedding sub-
matrices from earlier epochs in each distributed process, i.e., the
sub-matrix Hi individually computed on GPU𝑖−1 in Figure 2. We uti-
lize caching and design a novel skip-broadcast operator to support
historical embeddings in Sancus. Thirdly, to manage the system
staleness caused by using mixed-version embeddings on each GPU,
we propose the generalization of the widely-used bounded gradient
staleness in centralized schemes [13], to historical embeddings. We
introduce a set of novel bounded embedding staleness metrics in de-
centralized GNNs. Particularly, Sancus adaptively skip-broadcasts
embeddings within bounds and automatically reuses cached his-
torical embeddings to directly avoid communication; otherwise, if
the embeddings become too stale, the results are broadcast and up-
dated in cache among GPUs to keep the system staleness within
bounds.

2 Related Works

2.1 Distributed Deep Neural Networks

There are many system-related works to optimize distributed deep
neural network (DNN) training. The parameter server [50] is de-
signed tomaintain and update the sparsemodel parameters. Horovod [67]
and Pytorch distributed [51] uses allreduce to aggregate dense
model parameters but does not work for sparse model parame-
ters. BytePs [63] adopts more sophisticated techniques of overlap-
ping model computation and gradient communication to accelerate
dense model parameter updates. Many works reduce the amount
of communication by using quantization [65] or sketching [37].
Several recent work focuses on relaxing the synchronization of
weights [32, 56] in case some workers run slower than others tem-
porally due to some hardware issues. GNN models are composed
of multiple operators organized into multiple graph convolution
network layers shared among all nodes and edges. Thus, GNN
training also has dense parameter updates. However, the network
traffic generated by dense parameter updates is relatively small com-
pared with node/edge features. Thus, reducing the network traffic
of dense parameter updates is not our main focus for distributed
GNN training.

2.2 Distributed Graph Neural Networks

The distributed GNNs are still in its infancy [2], with a few prior
works on GPU-based systems. Compared to distributed systems
for large graph analysis [10, 18, 19, 58, 68], the communication
overhead in distributed GNNs is even more challenging since the
intensive data movement among workers to fetch neighbor em-
beddings is expensive. Currently, most existing systems utilize a
centralized architecture. For example, NeuGraph [57] proposes the
GNN training framework on a multi-GPU single machine with
METIS [18] partitioning and specialized optimization in scheduling
and pipelining. However, it is not released for public access. RoC
[38] dynamically partitions the graph with an online regression
method and proposes a sophisticated memory management method
among workers, at the cost of complex workflow. PaGraph [53]
exploits static caching of nodes with a higher degree in the GPU
memory, leveraging a nontrivial partitioning algorithm to balance
the workload and reduce the data movement in cross-device visits.
𝐺3 [54] leverages parallel graph optimizations to improve graph
operations in GPU systems, and Zhou et al. [85] utilize channel
pruning to accelerate GNN inference, while Grain [82] focuses on
GNN data selection via social influence maximization and RDD
[81] uses unlabeled data. Yet, their evaluation does not focus on
distributed training. AliGraph [86] utilizes static cache as well but
only supports CPU servers, while AGL [80] uses MapReduce and
optimizes both training and inference. To reduce and balance the
communication, DistDGL [83] leverages partitioning with load bal-
ancing, whileMin et al. [60] present a GPU-oriented communication
reduction via zero-copy access. These specialized systems often
come with heavy preprocessing and complex workflow. Moreover,
such newly proposed frameworks often pose challenges in their
deployment and extension. All of aforementioned distributed GNN
systems adopt a centralized design, which may lead to centralized
communication, high communication overhead, and a single point
of failure. Also, it should be noted that only NeuGraph and Roc
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support full GNN processing, while all others need sampling. More
recently, DGCL [5], a communication library for distributed full-
GNN training, tries to reduce communication by finding optimal
communication routes in specific system topology for every node
in the entire graph. Regardless of the substantial overhead caused
by planning communication for each node before every execu-
tion, it still follows the conventional message-passing paradigm for
vertex-centric computation. Tripathy et al. [70] incorporate matrix
blocking techniques into a set of parallel algorithms [24], to suit
the sparse matrix and dense matrix operations in distributed GNNs.
Though being a general implementation of distributed GNNs with
high extensibility, their proposed CAGNET still struggles in scala-
bility, owing to the communication bottleneck. Thus, we adapt the
powerful parallel algorithm [71] and abstract the GNN processing as
sequential matrix multiplication so that its intermediate historical
embeddings are cached and re-utilized to reduce the communica-
tion overhead further in a system environment with staleness for
the first time.

3 Preliminary

In this section, we review the related concepts of our target problem,
and introduce the necessary equations to set the background, then
formally define the problem. The key notations are listed in Table
1.

Figure 3: One sampled mini-batch in GNN training.

3.1 Graph Neural Networks

Let G = (V, E) be an undirected graph of order 𝑁 with a set of
edges E ⊆ V × V and nodes V = {𝑣1, 𝑣2, . . . , 𝑣𝑁 }. Consider the
graph adjacency matrix A, where the element 𝐴𝑖 𝑗 in the matrix
specifies the relation between the nodes 𝑣𝑖 and 𝑣 𝑗 with 𝐴𝑖 𝑗 = 1
if there exists an edge

(
𝑣𝑖 , 𝑣 𝑗

)
∈ E or otherwise 𝐴𝑖 𝑗 = 0. A is

Notation Description

A Adjacency matrix of the graph (𝑁 × 𝑁 )
Â Adjacency matrix after symmetric normalization (𝑁 × 𝑁 )

W(ℓ ) Weight matrix at the ℓ𝑡ℎ layer (𝐹 × 𝐹 )
H(ℓ ) Embedding matrix at the ℓ𝑡ℎ layer (𝑁 × 𝐹 )
Z(ℓ ) Input matrix to activation function at the ℓ𝑡ℎ layer (𝑁 × 𝐹 )
T(ℓ ) Intermediate result matrix of the multiplication 𝐴̂H(ℓ )

∇Z(ℓ ) L = 𝛿 (ℓ ) Gradient matrix of the loss L with respect to Z(ℓ ) at the ℓ𝑡ℎ layer
∇W (ℓ )L Gradient matrix of the loss L with respect toW(ℓ ) at the ℓ𝑡ℎ layer
L Loss of the GNN
𝜂 Learning rate
𝜖 Staleness bound

𝑃 (𝑖 ) 𝑖-th process in distributed GNN

Table 1: Summary of the key symbols and notations

symmetric since G is undirected. Denote Â = D̄−
1
2 ĀD̄−

1
2 as the

adjacencymatrix after symmetric normalization in GCN [20], where
Ā = A + I𝑁 denotes the adjacency matrix with self-connections
and D̄ ∈ R𝑁×𝑁 = D + I𝑁 denotes the diagonal node degree matrix.

Without loss of generality, the ℓ-th layer propagation process of
such GNNs [2, 76] can be formulated in matrix form as:

H(ℓ ) = 𝜎
(
H(ℓ−1) , Â;W(ℓ−1)

)
(1)

where 𝜎 denotes the activation function such as ReLU and W ∈
R𝐹×𝐹 denotes the weight matrix. Initially, H(0) = X where X ∈
R𝑁×𝐹 is the node embedding matrix whose 𝑖-th row represents
the length- 𝐹 embedding vector of node 𝑣𝑖 . For convenience, the
superscript (ℓ ) notation is omitted when it is clear from context.

Forward Propagation. Specifically, the neighbors’ (ℓ−1)-th em-
bedding vectors are combined for each node. Based on the iterative
scheme of GNNs, the computation process is given:

Z(ℓ ) = ÂH(ℓ−1)W(ℓ−1) (2)

H(ℓ ) = 𝜎
(
Z(ℓ )

)
(3)

Backpropagation. Firstly we derive the recurrence to backprop-
agate the gradient. Let ∇Z(ℓ )L denote the gradient of the loss L
with respect to Z(ℓ ) . To simplify, we define a factor 𝛿 (ℓ ) = ∇Z(ℓ )L.
By the chain rule, the relation between 𝛿 (ℓ−1) and 𝛿 (ℓ ) is:

𝛿 (ℓ−1) =
𝜕L

𝜕Z(ℓ−1) = 𝛿
(ℓ ) Â

(
W(ℓ−1)

)⊤
⊙ 𝜎′

(
Z(ℓ−1)

)
, (4)

where𝜎′ (·) is the derivative of the activation function𝜎 (·). Then,
the gradient ∇w(ℓ )L of the loss L with respect toW(ℓ ) is:

∇W(ℓ−1)L =
𝜕L

𝜕W(ℓ−1) =
𝜕L
𝜕Z(ℓ )

𝜕Z(ℓ )

𝜕W(ℓ−1) = 𝛿
(ℓ ) Â

(
H(ℓ−1)

)⊤
(5)

In GNNs, one training epoch consists of a forward propagation
and a backpropagation pass, with subsequent weight update:

w(ℓ−1) = w(ℓ−1) − 𝜂∇w(ℓ−1)L (6)

where 𝜂 represents the learning rate. The GNN trains a number
of epochs until the accuracy saturates and the model converges.
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3.2 Mini-batch training

GNN models on a large dataset can be trained in a mini-batch fash-
ion just like deep neural networks in other domains like computer
vision and natural language processing. However, GNN mini-batch
training is different from other neural networks due to the data de-
pendency between vertices. Therefore, we need to carefully sample
subgraphs that capture the data dependencies in the original graph
to train GNN models.

A typical strategy of training a GNN model [31] follows three
steps: (i) sample a set of 𝑁 vertices, called target vertices, uniformly
at random from the training set; (ii) randomly pick at most𝐾 (called
fan-out) neighbor vertices for each target vertex; (iii) compute the
target vertex representations by gathering messages from the sam-
pled neighbors. When the GNN has multiple layers, the sampling
is repeated recursively. That is, from a sampled neighbor vertex,
it continues sampling its neighbors. The number of recursions is
determined by the number of layers in a GNNmodel. This sampling
strategy forms a computation graph for passing messages on. Fig-
ure 6(b) depicts such a graph for computing representation of one
target vertex when the GNN has two layers. The sampled graph
and together with the extracted features are called a mini-batch in
GNN training.

There have beenmanyworks regarding to the different strategies
to sample graphs for mini-batch training [7, 8, 11, 36, 89]. Therefore,
a GNN framework needs to be flexible as well as scalable to giant
graphs.

4 Propose Method

4.1 DistDGL

4.1.1 Distributed Training Architecture. DistDGLdistributes the
mini-batch training process of GNNmodels to a cluster of machines.
It follows the synchronous stochastic gradient descent (SGD) train-
ing; each machine computes model gradients with respect to its
own mini-batch, synchronizes gradients with others and updates
the local model replica. At a high level, DistDGLconsists of the
following logical components (Figure 4):

• A number of samplers in charge of sampling the mini-batch
graph structures from the input graph. Users invoke Dist-
DGLsamplers in the trainer process via the same interface
in DGL for neighbor sampling, which internally becomes
a remote process call (RPC). After mini-batch graphs are
generated, they are sent back to the trainers.
• A KVStore that stores all vertex data and edge data distribut-
edly. It provides two convenient interfaces for pulling the
data from or pushing the data to the distributed store. It
also manages the vertex embeddings if specified by the user-
defined GNN model.
• A number of trainers that compute the gradients of the model
parameters over a mini-batch. At each iteration, they first
fetch the mini-batch graphs from the samplers and the cor-
responding vertex/edge features from the KVStore. They
then run the forward and backward computations on their
own mini-batches in parallel to compute the gradients. The
gradients of dense parameters are dispatched to the dense

Figure 4: DistDGL’s logical components.

model update component for synchronization, while the gra-
dients of sparse embeddings are sent back to the KVStore
for update.
• A dense model update component for aggregating dense GNN
parameters to perform synchronous SGD. DistDGLreuses
the existing components depending on DGL’s backend deep
learning frameworks (e.g., PyTorch, MXNet, and Tensor-
Flow). For example, DistDGLcalls the all-reduce primitive
when the backend framework is PyTorch [51], or resorts to
parameter servers [49] for MXNet and TensorFlow backends.

When deploying these logical components to actual hardware,
the first consideration is to reduce the network traffic among ma-
chines because graph computation is data intensive [17]. Dist-
DGLadopts the owner-compute rule (Figure 5). The general princi-
ple is to dispatch computation to the data owner to reduce network
communication. DistDGLfirst partitions the input graph with a
light-weight min-cut graph partitioning algorithm. It then par-
titions the vertex/edge features and co-locates them with graph
partitions. DistDGLlaunches the sampler and KVStore servers on
each machine to serve the local partition data. Trainers also run
on the same cluster of machines and each trainer is responsible for
the training samples from the local partition. This design leverages
data locality to its maximum. Each trainer works on samples from
the local partition so the mini-batch graphs will contain mostly
local vertices and edges. Most of the mini-batch features are locally
available too via shared memory, reducing the network traffic sig-
nificantly. In the following sections, we will elaborate more on the
design of each component.

4.1.2 Graph Partitioning. The goal of graph partitioning is to split
the input graph into multiple partitions with a minimal number of
edges across partitions. Graph partitioning is a preprocessing step
before distributed training. A graph is partitioned once and used
for many distributed training runs, so its overhead is amortized.

DistDGLadopts METIS [43] to partition a graph. This algorithm
assigns densely connected vertices to the same partition to reduce
the number of edge cuts between partitions (Figure 6(a)). After
assigning some vertices to a partition, DistDGLassigns all incident
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Figure 5: The deployment of DistDGL’s logical components

on a cluster of two machines.

edges of these vertices to the same partition. This ensures that all
the neighbors of the local vertices are accessible on the partition
so that samplers can compute locally without communicating with
each other. With this partitioning strategy, each edge has a unique
assignment while some vertices may be duplicated (Figure 6(b)).
We refer to the vertices assigned by METIS to a partition as core
vertices and the vertices duplicated by our edge assignment strategy
as HALO vertices. All the core vertices also have unique partition
assignments.

While minimizing edge cut, DistDGLdeploys multiple strategies
to balance the partitions so that mini-batches of different trainers
are roughly balanced. By default, METIS only balances the number
of vertices in a graph. This is insufficient to generate balanced parti-
tions for synchronous mini-batch training, which requires the same
number of batches from each partition per epoch and all batches
to have roughly the same size. We formulate this load balancing
problem as a multi-constraint partitioning problem, which balances
the partitions based on user-defined constraints [45]. DistDGLtakes
advantage of the multi-constraint mechanism in METIS to balance
training/validation/test vertices/edges in each partition as well as
balancing the vertices of different types and the edges incident to
the vertices of different types.

METIS’ partitioning algorithms are based on the multilevel par-
adigm, which has been shown to produce high-quality partitions.
However, for many types of graphs involved in learning on graphs
tasks (e.g., graphs with power-law degree distribution), the suc-
cessively coarser graphs become progressively denser, which con-
siderably increases the memory and computational complexity of
multilevel algorithms. To address this problem, we extended METIS
to only retain a subset of the edges in each successive graph so
that the degree of each coarse vertex is the average degree of its
constituent vertices. This ensures that as the number of vertices
in the graph reduces by approximately a factor of two, so do the
edges. To ensure that the partitioning solutions obtained in the
coarser graphs represent high-quality solutions in the finer graphs,
we only retain the edges with the highest weights in the coarser
graph. In addition, to further reduce the memory requirements, we
use an out-of-core strategy for the coarser/finer graphs that are not
being processed currently. Finally, we run METIS by performing
a single initial partitioning (default is 5) and a single refinement
iteration (default is 10) during each level. For power-law degree
graphs, this optimization leads to a small increase in the edge-cut

(a)

(b)

Figure 6: Graph partitioning with METIS in DistDGL. (a) As-

sign vertices to graph partitions. (b) Generate graph parti-

tions with HALO vertices (the vertices with different colors

from majority of the vertices in the partition).

(2%-10%) but considerably reduces its runtime. Overall, the set of
optimizations above compute high-quality partitionings requiring
5× less memory and 8× less time than METIS’ default algorithms.

After partitioning the graph structure, we also partition vertex
features and edge features based on the graph partitions. We only
assign the features of the core vertices and edges of a partition to
the partition. Therefore, the vertex features and edge features are
not duplicated.

After graph partitioning, DistDGLmanages two sets of vertex
IDs and edge IDs. DistDGLexposes global vertex IDs and edge
IDs for model developers to identify vertices and edges. Internally,
DistDGLuses local vertex IDs and edge IDs to locate vertices and
edges in a partition efficiently, which is essential to achieve high
system speed as demonstrated by previous works [87]. To save
memory for maintaining the mapping between global IDs and local
IDs, DistDGLrelabels vertex IDs and edge IDs of the input graph
during graph partitioning to ensure that all IDs of core vertices and
edges in a partition fall into a contiguous ID range. In this way,
mapping a global ID to a partition is a binary lookup in a very small
array and mapping a global ID to a local ID is a simple subtraction
operation.

4.1.3 Distributed Key-Value Store. The features of vertices and
edges are partitioned and stored in multiple machines. Even though
DistDGLpartitions a graph to assign densely connected vertices to
a partition, we still need to read data from remote partitions. To
simplify the data access on other machines, DistDGLdevelops a
distributed in-memory key-value store (KVStore) to manage the
vertex and edge features as well as vertex embeddings, instead of
using an existing distributed in-memory KVStore, such as Reddis,
for (i) better co-location of node/edge features in KVStore and graph
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partitions, (ii) faster network access for high-speed network, (iii)
efficient updates on sparse embeddings.

DistDGL’s KVStore supports flexible partition policies to map
data to different machines. For example, vertex data and edge data
are usually partitioned and mapped to machines differently as
shown in Section 4.1.2. DistDGLdefines separate partition poli-
cies for vertex data and edge data, which aligns with the graph
partitions in each machine.

Because accessing vertex and edge features usually accounts
for the majority of communication in GNN distributed training,
it is essential to support efficient data access in KVStore. A key
optimization for fast data access is to use shared memory. Due to
the co-location of data and computation, most of data access to
KVStore results in the KVStore server on the local machine. Instead
of going through Inter-Process Communication (IPC), the KVStore
server shares all data with the trainer process via shared memory.
Thus, trainers can access most of the data directly without paying
any overhead of communication and process/thread scheduling.
We also optimize network transmission of DistDGL’s KVStore for
fast networks (e.g., 100Gbps network). We develop an optimized
RPC framework for fast networking communication, which adopts
a zero-copy mechanism for data serialization and a multi-thread
send/receive interface.

In addition to storing the feature data, we design DistDGL’s KV-
Store to support sparse embedding for training transductive models
with learnable vertex embeddings. Examples are knowledge graph
embedding models [84]. In GNN mini-batch training, only a small
subset of vertex embeddings are involved in the computation and
updated during each iteration. Although almost all deep learning
frameworks have off-the-shelf sparse embedding modules, most
of them lack efficient support for distributed sparse updates. Dist-
DGL’s KVStore shards the vertex embeddings in the same way as
vertex features. Upon receiving the embedding gradients (via the
PUSH interface), KVStore updates the embedding based on the
optimizer the user registered.

4.1.4 Distributed Sampler. DGLhas provided a set of flexible Python
APIs to support a variety of sampling algorithms proposed in the
literature. DistDGLkeeps this API design but with a different inter-
nal implementation. At the beginning of each iteration, the trainer
issues sampling requests using the target vertices in the current
mini-batch. The requests are dispatched to the machines according
to the core vertex assignment produced by the graph partitioning
algorithm. Upon receiving the request, sampler servers call DGL’s
sampling operators on the local partition and transmit the result
back to the trainer process. Finally, the trainer collects the results
and stitches them together to generate a mini-batch.

DistDGLdeploys multiple optimizations to effectively acceler-
ate mini-batch generation. DistDGLcan create multiple sampling
worker processes for each trainer to sample mini-batches in parallel.
By issuing sampling requests to the sampling workers, trainers over-
lap the sampling cost with mini-batch training. When a sampling
request goes to the local sampler server, the sampling workers to ac-
cess the graph structure stored on the local sampler server directly
via shared memory to avoid the cost of the RPC stack. The sam-
pling workers also overlaps the remote RPCs with local sampling
computation by first issuing remote requests asynchronously. This

Figure 7: Split the workloads evenly to balance the computa-

tion among trainer processes.

effectively hides the network latency because the local sampling
usually accounts for most of the sampling time. When a sampler
server receives sampling requests, it only needs to sample vertices
and edges from the local partition because our graph partition-
ing strategy (Section 4.1.2) guarantees that the core vertices in a
partition have access to the entire neighborhood.

4.1.5 Mini-batch Trainer. Mini-batch trainers run on each machine
to jointly estimate gradients and update the parameters of users’
models. DistDGLprovides utility functions to split the training set
distributedly and generate balanced workloads between trainers.

Each trainer samples data points uniformly at random to gener-
ate mini-batches independently. Because DistDGL generates bal-
anced partitions (each partition has roughly the same number of
nodes and edges) and uses synchronous SGD to train the model,
the data points sampled collectively by all trainers in each iteration
are still sampled uniformly at random across the entire dataset. As
such, distributed training in DistDGL in theory does not affect the
convergence rate or the model accuracy.

To balance the computation in each trainer, DistDGLuses a two-
level strategy to split the training set evenly across all trainers at the
beginning of distributed training. We first ensure that each trainer
has the same number of training samples. The multi-constraint
algorithm inMETIS (Section 4.1.2) can only assign roughly the same
number of training samples (vertices or edges) to each partition
(as shown by the rectangular boxes on the top in Figure 7). We
thus evenly split the training samples based on their IDs and assign
the ID range to a machine whose graph partition has the largest
overlap with the ID range. This is possible because we relabel
vertex and edge IDs during graph partitioning and the vertices
and edges in a partition have a contiguous ID range. There is a
small misalignment between the training samples assigned to a
trainer and the ones that reside in a partition. Essentially, we make
a tradeoff between load balancing and data locality. In practice,
as long as the graph partition algorithm balances the number of
training samples between partitions, the tradeoff is negligible. If
there are multiple trainers on one partition, we further split the
local training vertices evenly and assign them to the trainers in the
local machine. We find that random split in practice gives a fairly
balanced workload assignment.

In terms of parameter synchronization, we use synchronous SGD
to update dense model parameters. Synchronous SGD is commonly
used to train deep neural network models and usually leads to bet-
ter model accuracy. We use asynchronous SGD to update the sparse
vertex embeddings in the Hogwild fashion [61] to overlap commu-
nication and computation. In a large graph, there are many vertex
embeddings. Asynchronous SGD updates some of the embeddings
in a mini-batch. Concurrent updates from multiple trainers rarely
result in conflicts because mini-batches from different trainers run
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Figure 8: System architecture of ByteGNN

on different embeddings. Previous study [84] has verified that asyn-
chronous update of sparse embeddings can significantly speed up
the training with nearly no accuracy loss.

For distributed CPU training, DistDGLparallelizes the computa-
tion with both multiprocessing and multithreading. Inside a trainer
process, we use OpenMP to parallelize the framework operator
computation (e.g., sparse matrix multiplication and dense matrix
multiplication). We run multiple trainer processes on each machine
to parallelize the computation for non-uniform memory architec-
ture (NUMA), which is a typical architecture for large CPU ma-
chines. This hybrid approach is potentially more advantageous than
the multiprocessing approach for synchronous SGD because we
need to aggregate gradients of model parameters from all trainer
processes and broadcast newmodel parameters to all trainers. More
trainer processes result in more communication overhead for model
parameter updates.

4.2 ByteGNN

Figure 8 shows the architecture of ByteGNN, which consists of four
main components in each machine where ByteGNNis deployed.
Graph Store stores a partition of the input graph data and the
Graph Stores of all machines form a distributed Graph Store. PS
is a parameter server that stores the model parameters. Sampling

Worker (S-Worker), handles the sampling phase and constructs
sampled neighborhood subgraphs for sampled seed vertices. Train-
ing Worker (T-Worker), handles the training phase, which com-
putes model gradients on the sampled neighborhood subgraphs
constructed by the S-Worker in the same machine and synchronizes
the gradients with PS to update the model parameters.

4.2.1 Abstraction of Mini-Batch Graph Sampling. The sampling
process in existing GNN systems [21, 83, 86] is not well-organized as
the tasks in each sampling phase are executed without overlapping,
which often leads to CPU under-utilization. In addition, sampling
is conducted for one iteration (i.e., one minibatch) after another,
even though different mini-batches are independent of each other.
To support parallel sampling within a mini-batch and among mini-
batches, so as to maximize CPU utilization, we model the sampling
process as a DAG of tasks. Then, we can execute the DAGs of

Figure 9: The DAG of the sampling workflow

sampling multiple mini-batches in parallel. We also introduce a
scheduler to effectively utilize the computing resources for both
intra-DAG and inter-DAG parallelization, while balancing the loads
between sampling and training so that one is not waiting for the
other to finish in order to continue.

To construct this DAG for a general GNN model, we analyzed
the sampling phase of a broad range of existing GNN models,
which cover most of the widely-adopted models such as GCN [46],
GAT[73], GraphSAGE[31], PinSAGE[78], and GraphSAINT[79]. We
provide a common abstraction for the sampling phase of these GNN
models with a set of five operators: (1) Seed Sampler: sampling
a set of vertices as seeds from the local graph store; (2) Positive
Sampler: sampling vertices from the direct neighbors of each seed;
(3) Negative Sampler: sampling vertices from those that are not
the direct neighbors of each seed; (4) Neighborhood Subgraph

Construction (NSC): sampling vertices from the multi-hop neigh-
borhood of a given vertex and constructing the sampled neighbor-
hood subgraph; (5) Feature Fetching: fetching the attributes of a
given vertex/edge to construct its feature vector.

With the above five operators, we can present the workflow of
the sampling phase as a DAG, as shown in Figure 9. The DAG on the
left of Figure 9 models supervised training, which consists of three
tasks: Seed Sampling, NSC, and Feature Fetching. For unsupervised
training, we also need to construct the neighborhood subgraphs of
each positively and negatively sampled vertices of the seed vertices,
as shown in the DAG on the right of Figure 9. The three branches
in the DAG for unsupervised training can be executed in parallel,
and the results are then collected in the "End" node to be fed into a
T-Worker for training.

To enable higher parallelism for both supervised and unsuper-
vised training, we create an instance of the two dominating oper-
ations (i.e., NSC and Feature Fetching, as they access multi-hop
neighbors and their attributes) for each sampled vertex and execute
these instances in parallel. In addition, as NSC (along with Feature
Fetching) is executed repeatedly for each hop of neighborhood ex-
pansion, we can break the multi-hop operations into many smaller
tasks of one-hop operations. As shown in Figure 9, each small task
of Feature Fetching can start immediately when the corresponding
small NSC task finishes. The more fine-grained task abstraction
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results in higher parallelism and better resource utilization (e.g., less
head-of-line blocking and stragglers, less fragmentation in resource
utilization).

To construct a DAG, users only need to specify the customized
sampling functions in Seed Sampler, Positive Sampler, Negative
Sampler, and also in NSC (e.g., how and how many neighbors in
each hop should be sampled). This design also leaves space for
researchers and engineers to explore new, high-quality sampling
strategies using the framework. Note that the logical DAG is created
only once and physical instances are generated and executed for
each mini-batch by the S-Workers.

4.2.2 Two-Level Scheduling. ByteGNNadopts a two-level schedul-
ing strategy to improve CPU utilization and reduce the end-to-end
GNN training time. Althoughmany scheduling strategies have been
proposed, they are mostly for job scheduling at the cluster level
[14–16, 25, 30, 64] or heterogeneous jobs/tasks in dataflow systems
[42], which are over-complicated and incur extra overheads for
scheduling the simple tasks in our system (note that for the train-
ing of a GNN model, we only need to schedule instances of the
same DAG instead of many different DAGs).

Coarse-grained scheduling. The S-Worker in each machine
executes multiple DAGs in parallel to increase throughput and
reduce the end-to-end GNN training time. The first question we
need to answer is how many DAGs should be launched in a ma-
chine. If we launch too many DAGs, which means more resource is
needed by sampling, then resource contention becomes a problem.
Resource contention does not just occur among the DAGs, but also
between sampling (i.e., DAG execution) and training (i.e., model
computation). The training time increases significantly when too
many DAGs are launched. On the other hand, if too few DAGs are
running, the resource is under-utilized. The training phase finishes
quickly and the next iteration’s training waits for the neighborhood
subgraphs to be produced by the DAGs.

To control resource utilization, we need to decide when to launch
a DAG. We can model this problem as a variation of the classical
Job-Shop Scheduling Problem (JSP) [4]. Each DAG can be regarded
as a job, where a set of operations (tasks) in each job need to be
processed in a specific order, and we have a set of jobs that are to
be processed on a given set of workers. Knowing the best timing
for DAG launching is equivalent to getting the earliest starting
time of each job in the solution to this special Job-Shop Scheduling
Problem. The Job-Shop Scheduling Problem has been well studied
and finding a schedule that minimizes the makespan or minimizes
the sum of the job completion time was

proved to be strongly NP-hard [6]. Some new research also shows
that the currently best approximation algorithms have worse than
logarithmic performance guarantee [26].

We propose a heuristic strategy to decide when to launch a DAG
based on three runtime measures: 𝐶𝑢𝑡𝑖𝑙 , 𝑄𝑠𝑖𝑧𝑒 , and 𝑇𝑔𝑎𝑝 .
𝐶𝑢𝑡𝑖𝑙 is the CPU utilization rate. If 𝐶𝑢𝑡𝑖𝑙 is low, we may launch a
new DAG; otherwise, we may wait until 𝐶𝑢𝑡𝑖𝑙 drops to a suitable
level. Note that high 𝐶𝑢𝑡𝑖𝑙 does not necessarily result in better
performance because there could bemuch contention and switching
among DAGs and between sampling and training.

In addition to CPU utilization, We also need to consider the mem-
ory footprint. The neighborhood subgraph constructed from each

Algorithm 1 The Coarse-Grained Scheduling Strategy

Variable: 𝐶𝑢𝑡𝑖𝑙 , 𝑄𝑠𝑖𝑧𝑒 ,𝑇𝑔𝑎𝑝
Given: 𝜎 = launch-score
while more_dag do

//more_dag=1 when more DAGs can be launched
balance = 𝑇𝑎𝑣𝑔_𝑠𝑎𝑚𝑝𝑙𝑒

𝑇𝑎𝑣𝑔_𝑡𝑟𝑎𝑖𝑛∗𝑄𝑠𝑖𝑧𝑒
;

𝑓 (𝐶𝑢𝑡𝑖𝑙 ) = (101 − e𝐶𝑢𝑡𝑖𝑙 /c), where c = 100
ln 101 ;

launch_score = 𝑇𝑔𝑎𝑝 ∗ 𝑓 (𝐶𝑢𝑡𝑖𝑙 ) ∗ 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 ;
if launch_score ≥ 𝜎 then

more_dag = Launch_DAG();
// launches a new DAG; returns 0 when no more DAG to

launch;
launch
𝑇𝑙𝑎𝑠𝑡_𝑙𝑎𝑢𝑛𝑐ℎ = 𝑇𝑖𝑚𝑒 () // used to calculate 𝑇𝑔𝑎𝑝 ;

else

sleep(5ms);
end if

end while

DAG execution is kept in the DAG output queue in the S-Worker
and𝑄𝑠𝑖𝑧𝑒 is the size of this queue. The neighborhood subgraphs are
then consumed by the T-Worker for training. Thus, 𝑄𝑠𝑖𝑧𝑒 is essen-
tially an indicator of the speed of production (by the S-Worker) and
the speed of consumption (by the T-Worker) of the neighborhood
subgraphs. If 𝑄𝑠𝑖𝑧𝑒 is small, we may launch new DAGs; otherwise,
we pause the launching. If 𝑄𝑠𝑖𝑧𝑒 is large, it implies an over-supply
of neighborhood subgraphs and we may shift more computing re-
sources from sampling to accelerate training. Thus, 𝑄𝑠𝑖𝑧𝑒 not only
controls the memory usage but also balances the overall resource
usage between sampling and training.

We also found that the real-timemeasure for𝐶𝑢𝑡𝑖𝑙 is not sensitive
enough since newly launched DAGs may not change the CPU
utilization in a short time period and many DAGs may be launched
during the period. Later, when the tasks in these DAGs start to
run in parallel and use up the computing resources, the system
suffers from severe resource contention. To avoid such delayed
performance punishments, we introduce 𝑇𝑔𝑎𝑝 , which is the time
gap elapsed since the previous DAG launch. If𝑇𝑔𝑎𝑝 is too small, we
may want to wait for a bit longer before we launch a new DAG.

It would be undesirable if users need to set the thresholds for the
three measures, as it is hard to determine what values of𝐶𝑢𝑡𝑖𝑙 , 𝑄𝑠𝑖𝑧𝑒 ,
and𝑇𝑔𝑎𝑝 are good and how to relate them to each other. To this end,
we integrate them into one single score, launch-score, to decide
whether we should launch a new DAG. The idea is to maintain the
balance between the production speed and the consumption speed
of neighborhood subgraphs while keeping CPU utilization high.
Ideally, we hope that the output of each DAG will be consumed
immediately by the training phase, which means that 𝑄size should
be close to 0 all the time. However, in most cases a very low 𝑄𝑠𝑖𝑧𝑒

happens with a very low 𝐶𝑢𝑡𝑖𝑙 . Thus, we need to consider 𝑄𝑠𝑖𝑧𝑒

together with 𝐶𝑢𝑡𝑖𝑙 .
Algorithm 1 shows the algorithm for coarse-grained schedul-

ing. First, we want to maintain 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 =
𝑇𝑎𝑣𝑔_𝑠𝑎𝑚𝑝𝑙𝑒

𝑇𝑎𝑣𝑔_𝑡𝑟𝑎𝑖𝑛∗𝑄𝑠𝑖𝑧𝑒
, where

𝑇𝑎𝑣𝑔_𝑠𝑎𝑚𝑝𝑙𝑒 and 𝑇𝑎𝑣𝑔_𝑡𝑟𝑎𝑖𝑛 are the average time for sampling and
training amini-batch. If𝑏𝑎𝑙𝑎𝑛𝑐𝑒 > 1, it means that it would take less
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Algorithm 2 Block Assignment
Input: List of Blocks B = 𝐵1, 𝐵2, . . . , 𝐵𝑛
Output: Graph partitions 𝑃1, 𝑃2, 𝑃3, . . . , 𝑃𝑘
for 𝑒𝑎𝑐ℎ 𝑏𝑙𝑜𝑐𝑘 𝐵𝑖 𝑖𝑛 B do

for 𝑗 ← 1 𝑡𝑜 𝑘 do

CE[j] = |Cross_Edge(𝑃 𝑗 , 𝐵𝑖 ) |/|𝑃 𝑗 |
BD[j] = 1 − 𝛼 ∗ |𝑃 𝑗 (𝑡𝑟𝑎𝑖𝑛) |

𝐶 (𝑡𝑟𝑎𝑖𝑛) − 𝛽 ∗
|𝑃 𝑗 (𝑣𝑎𝑙 ) |
𝐶 (𝑣𝑎𝑙 − 𝛾 ∗

|𝑃 𝑗 (𝑡𝑒𝑠𝑡 ) |
𝐶 (𝑡𝑒𝑠𝑡 )

end for

𝑥 = argmax1≤𝑡≤𝑘 {CE[t]*BS[t]}
𝑃𝑥 = 𝑃𝑥 ∪ 𝐵𝑖

end for

return 𝑃1, 𝑃2, 𝑃3, . . . , 𝑃𝑘

time to consume the current𝑄𝑠𝑖𝑧𝑒 sampling results than to produce
a new sampling result, which is an indicator that a new DAG should
be launched. Next, we first attempt to use ( 100 −𝐶𝑢𝑡𝑖𝑙 ) to give a
higher weight to balance if 𝐶𝑢𝑡𝑖𝑙 is low and penalize balance (i.e.,
delay new DAG launching) when𝐶𝑢𝑡𝑖𝑙 is high. However, simply us-
ing ( (100 −𝐶𝑢𝑡𝑖𝑙 ) does not work well as it is a linear scale. Instead,
we want to quickly increase CPU utilization when 𝐶𝑢𝑡𝑖𝑙 is low and
prevent contention promptly when𝐶𝑢𝑡𝑖𝑙 is already very high. Thus,
we use an exponential function, 𝑓 (𝐶𝑢𝑡𝑖𝑙 ) = 101 − 𝑒𝐶𝑢𝑡𝑖𝑙 /𝑐 , where
𝑐 = 100

ln 101 is a constant used to align the range of 𝑓 (𝐶𝑢𝑡𝑖𝑙 ) with
that of 𝐶𝑢𝑡𝑖𝑙 , i.e., 𝑓 (0) = 100, 𝑓 (100) = 0, and 0 ≤ 𝑓 (𝐶𝑢𝑡𝑖𝑙 ) ≤ 100.
Finally, we also put 𝑇𝑔𝑎𝑝 as a weight to reflect the delay in the
real-time measurement of 𝐶𝑢𝑡𝑖𝑙 , which leads to the definition of
𝑙𝑎𝑢𝑛𝑐ℎ − 𝑠𝑐𝑜𝑟𝑒 in Algorithm 1.

4.2.3 GNN-based Graph Partitioning. We monitor launch-score
in real-time and launch a new DAG when 𝑙𝑎𝑢𝑛𝑐ℎ − 𝑠𝑐𝑜𝑟𝑒 ≥ 𝜎 ,
where 𝜎 is a threshold set as follows. As shown in Algorithm 1
and explained above, 𝑙𝑎𝑢𝑛𝑐ℎ − 𝑠𝑐𝑜𝑟𝑒 connects 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 , 𝑓 (𝐶𝑢𝑡𝑖𝑙 )
and 𝑇𝑔𝑎𝑝 together to determine whether a new DAG job should
be launched. In practice, there exist reasonable values of balance,
𝑓 (𝐶𝑢𝑡𝑖𝑙 ) and 𝑇𝑔𝑎𝑝 for which a new DAG should be launched; Note
that there are always trade-offs between 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 and 𝑓 (𝐶𝑢𝑡𝑖𝑙 ), e.g.,
a higher 𝑏𝑎𝑙𝑎𝑛𝑐𝑒 and a lower 𝑓 (𝐶𝑢𝑡𝑖𝑙 ), to achieve a high 𝑙𝑎𝑢𝑛𝑐ℎ −
𝑠𝑐𝑜𝑟𝑒 . Such tradeoffs in runtime allow the system to automatically
adjust the resource allocation to balance the sampling and training
progress.

Fine-grained scheduling. After new DAGs are launched, the
SWorker executes the tasks in the DAGs, in parallel with the tasks in
other DAGs. These tasks are put in a queue when their dependency
is cleared (i.e., their parent tasks in the DAG are completed) and are
handled by a pool of processing threads. If we execute the tasks in
a FIFO order, some tasks of newly launched DAGs could be in front
of the tasks in those almost-finished DAGs. For example, when
the 𝐷𝐴𝐺1 pushes the "END" node in the task queue and there are
already "NSC" tasks from 𝐷𝐴𝐺2 and 𝐷𝐴𝐺3 in the queue, the "NSC"
taskswill be executed first and the "END" taskwill be processed later
even although the "END" task is the last task in 𝐷𝐴𝐺1, completing
which will immediately return the sampled data to the T-Worker
for training. Meanwhile, one task may unlock a lot of downstream
tasks in the same DAG, and heavy tasks may block many light tasks.

Figure 10: Traditional partitioning vs. GNN partitioning

Thus, the average completion time of the DAG jobs and hence the
end-to-end GNN training time can be significantly increased.

We schedule tasks according to the following orders: (1) tasks in
a DAG with a smaller ID will be executed first; (2) tasks in the same
DAG will be executed in ascending order of their costs. We assign a
smaller ID to a DAG launched earlier to prioritize earlier DAGs to be
completed first. We calculate the cost of a task by the data it needs
to handle. For example, for sampling tasks in each hop of NSC, the
cost is equal to the total number of neighbors of the input vertices;
for Feature Fetching, the cost is the number of vertices/edges to be
fetched multiplied by the vertex/edge feature dimension. As tasks
may require data from remote machines, the S-Worker sends data-
fetching requests to the local Graph Store, which communicates
with remote Graph Stores to fetch the data. The remote requests
are also scheduled in a similar way and the network operations are
processed concurrently with the CPU operations.

Existing graph partitioning algorithms [40, 44, 53] are mainly
designed to reduce inter-partition edges and balance the workload.
They have been widely adopted in distributed graph processing sys-
tems [28, 62, 88] to reduce inter-machine communication. However,
sample-based GNN training focuses on the 𝐾-hop neighborhood
of only the vertices in the training, validation and test sets (instead
of all vertices). For example, in Figure 10, traditional partitioning
strategies cut the graph into two parts by the left dotted line since
it not only balances the vertices but also has the least cut edge. But
for a 2-layer GNN training, since vertex 𝐴 and vertex 𝐵 are the
labeled vertices, partitioning by the right dotted line is actually a
better choice. Even if this results in two cut edges, it would not
cause any data movement in the training process as only the 2-hop
neighbors of the labeled vertices are required.

In addition, the ratio of the sizes of the training, validation, and
test sets of different real-world graphs may differ significantly. For
example, in the Ogbn-Product dataset, the test set size is 11 times
the training set size and 56 times the validation set size; while in the
Ogbn-Papers dataset, the test set size is only 0.18 times the training
set size and 1.7 times the validation set size. Thus, the partitioning
algorithm should consider both the special data access pattern of
𝑘-layer GNN training and the balanced distribution of the training,
validation, and test sets.

It is known that the traditional graph partitioning problem is
proved to be APX-hard [3]. Thus, our graph partitioning problem is
also APX-hard as it can be reduced to the traditional graph partition-
ing problem. We propose a heuristic two-step graph partitioning
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strategy tailored for GNN sampling workloads. The main idea is
to group vertices into multi-hop neighborhood-based blocks and
then assign these blocks to partitions by balancing the numbers of
training, validation, and test vertices in the partitions.

Step (1) neighborhood block construction. To better pre-
serve the locality of graph data for GNN sampling workloads, we
construct a neighborhood block for each vertex in the training,
validation, and test sets. We start a 𝐾-hop breadth-first search from
each vertex 𝑣 ( 𝑣 is called the block center) and broadcast the unique
block ID of 𝑣 to its 𝐾-hop neighbors being visited. Every vertex
only keeps the first block ID it receives, except for block centers
which keep their own block ID. A block is then formed of all the
vertices that keep the same block ID. Figure 10 demonstrates how
to construct the blocks.

Step (2) block assignment. Just as existing graph partitioning
algorithms aim to balance the number of vertices in the partitions,
our objective is to also balance the number of training, validation,
and test vertices in the partitions so that the work of training,
validation, and test is also balanced among the machines. Algorithm
2 shows how to assign the blocks. For each block 𝐵𝑖 , it is assigned
to the partition with the highest score. 𝑃 𝑗 is the set of vertices that
have already been assigned to partition 𝑗 . 𝐶𝐸 [ 𝑗] is the number
of cross-edges between 𝐵𝑖 and 𝑃 𝑗 , which will be eliminated if 𝐵𝑖
is assigned to 𝑃 𝑗 . Thus, the larger 𝐶𝐸 [ 𝑗] is, the more likely 𝐵𝑖 is
assigned to 𝑃 𝑗 . As the size of different partitions may vary during
the assignment, we normalize𝐶𝐸 [ 𝑗] by

��𝑃 𝑗 ��. 𝐵𝑆 [ 𝑗] is the balancing
score that controls the number of training/validation/test vertices
in partition 𝑗 to be close to the average value. For example, the
expected number of training vertices in each partition is 𝐶 (train)
=| 𝑉 ( train ) | /𝑁 , where𝑉 ( train ) is the set of all training vertices
and 𝑁 is the total number of partitions. Let 𝑃 𝑗 (𝑡𝑟𝑎𝑖𝑛) be the set of
training vertices currently in partition 𝑗 . Thus, a smaller |𝑃 𝑗 (𝑡𝑟𝑎𝑖𝑛) |

𝐶 (𝑡𝑟𝑎𝑖𝑛 )
means that more training vertices can be assigned to partition 𝑗 .
The above applies to the validation and test vertices as well. In
addition, we also use a weight to put more attention on a specific
type of vertices according to the scale of that type in order to obtain
a better overall performance. For example, if the number of training
vertices is significantly more, we may set a larger 𝛼 to favor the
training process, which can improve the end-to-end processing
time.

Before the block assignment, we sort the blocks in descending or-
der of max{|𝑉 (train) |, |𝑉 (val) |, |𝑉 (test) |}. Then, we start the block
assignment according to this order. In this way, larger blocks are
assigned to different partitions first, so that smaller blocks may
be used later to fill the partitions more easily when the partitions
begin to fill up.

4.3 Sancus

First, we overview Sancus step by step in Section 4.3.1. Algorithm 3
introduces the complete staleness-aware communication-avoiding
decentralized full-GNN training algorithm. To further elaborate
on avoiding communication, we propose historical embeddings
and skip-broadcast accordingly in Section 4.3.3 and Section 4.3.4.
To manage system staleness caused by historical embeddings, we
propose a set of novel metrics on bounded embedding staleness in
Section 4.3.5.

Figure 11: The overall architecture. The full graph and its

node features are distributed to each process on the work-

ers. Sancus has five major steps: (1) Data Loading: load the

split graph, embedding matrix blocks, and full model into

each GPU; (2) Staleness Check: check if the embeddings be-

come too stale for the root GPU; (3) Embedding Broadcast: if

the embeddings is too stale, broadcast the up-to-date results

among GPUs, otherwise other GPUs reuse the cached histor-

ical results from current root GPU; (4) Model Computation:

compute the model either based on the latest or cached stale

results; (5) Results Cache: update cache accordingly.

4.3.1 Overview. In this work, we propose Sancus, an adaptive
staleness-aware communication-avoiding decentralized GNN sys-
tem. Fundamentally, Sancus is simple yet effective which caches
and reuses the stale historical embeddings and skips broadcast
accordingly during the decentralized GNN training, based on a
general communication-avoiding matrix blocking algorithm for
parallel computing.

We provide the overview of Sancus in Figure 11. Primarily,
there are five steps: (1) data loading, (2) staleness bound checking,
(3) embedding broadcasting, (4) GNN model computing, and (5)
results caching. Here, we briefly clarify these steps: (1) to begin
with, the whole sparse adjacency matrix of the full graph and the
dense embedding matrix are split into matrix blocks, then loaded
to individual workers. Each worker keeps its own replica of the full
model; (2) on each GPU, before broadcasting the last computing
results, we check whether the staleness of historical embeddings is
within proposed bounds. If the staleness is within bounds, the em-
bedding broadcast is skipped and the cached historical embeddings
are reused for this iteration’s model computing; (3) otherwise, if
the staleness exceeds the limit, the latest results are broadcast to
all workers and updated in cache; (4) thus either latest embeddings
or cached historical embeddings are loaded to the GNN model to
compute; (5) Finally, updated embeddings are dispatched to next
iteration’s staleness check before the broadcast.
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Algorithm 3 The decentralized stale parallel GNN training algo-
rithm based on arbitrary general block row decomposition prepro-
cessing strategy with a foward pass procedure to compute Z in
Equation (2) and H in Equation (3), a backpropagation procedure
to compute the gradients 𝛿 in Equation (4) and ∇WL in Equation
(5), and the final weight update in Equation (6). The matrices 𝐴 and
H are distributed on a 𝑝 × 𝑝 process grid, where each process 𝑃 (𝑖)
receives 𝑁 /𝑝 consecutive block rows.

Input: G = (V, E); Sparse adjacency matrix Â; Dense feature
matrix H(0) ; Dense weight matrixW;
Output: Node embedding matrix H(𝐿) ;
Preprocessing: Block row partition
for all process 𝑃 (𝑖) in parallel do

procedure Forward Pass

for ℓ = 1, . . . , 𝐿 do

for 𝑗 = 1 to 𝑝 do

if F(j)==ACTIVE then

BROADCAST(H(ℓ−1) 𝑗 )
CACHE(H(ℓ−1) 𝑗 )
T(ℓ−1)
𝑖

← T(ℓ−1)
𝑖

+ Â𝑖 𝑗H
(ℓ−1)
𝑗

else

T(ℓ−1)
𝑖

← T(ℓ−1)
𝑖

+ Â𝑖 𝑗 H̃
(ℓ−1)
𝑗

end if

end for

Z(ℓ )
𝑖
← T(ℓ−1)

𝑖
W(ℓ−1)

H(ℓ )
𝑖
← 𝜎

(
Z(ℓ )
𝑖

)
F(i) ← STALE

(
H(ℓ )
𝑖

)
end for

end procedure

procedure Backward Pass

for ℓ = 𝐿 − 1, · · · , 0 do

𝛿
(ℓ )
𝑖
← GRADIENT_ CLIP

(
𝛿
(ℓ )
𝑖

)
BROADCAST

(
𝛿
(ℓ )
𝑖

)
and Update weights Wℓ by gra-

dients
end for

end procedure

end for

4.3.2 Staleness-Aware Communication-Avoiding Decentralized Train-

ing. First, we present the comprehensive staleness-aware commu-
nication avoiding decentralized full-graph GNN Training in Algo-
rithm 3 and elaborate on its details. There are three keys: (1)Worker
state flag F(i) is equipped to indicate the worker state. The state is
recorded as either ACTIVE or STALE to support the Skip-Broadcast
operation in Section 4.3.4; (2) cache is utilized to store the historical
embeddings from other workers that can be repeatedly utilized
for future iterations to avoid communication; (3) bounded embed-
ding staleness is tolerated to manage system staleness, where each
worker may use embeddings from different iterations.

For the preprocessing, Sancus supports any partitioning algo-
rithms that split the graph and feature matrices into matrix blocks,
such as the classical METIS [43] adopted inmost existing distributed

Figure 12: Communication-Avoiding Data-Parallel GNN

training, from a sequential matrix multiplication processing

perspective.

systems including DistDGL [83] and AliGraph [86], or efficient ran-
dom partitioning. As shown in Figure 12, Sancus treats GNN
processing purely as sequential matrix multiplication operations
to avoid intensive neighbor fetching during GNN aggregation. To
start with, the sparse adjacency matrix 𝐴 and the dense embedding
matrix H are distributed to each process 𝑃 (𝑖) where 𝑖 ∈ [1, 𝑝] on
workers. To further illustrate, recall that 𝑁 denotes the node num-
ber and 𝐹 denotes the feature embedding length, then the (𝑁 × 𝑁 )
matrix Â is computed with 𝑝 row partitions and 𝑝 column partitions
while the (𝑁 × 𝐹 ) matrix H is computed with 𝑝 row partitions as
shown in Figure 12. The (𝐹 × 𝐹 ) dense weight matrix W, however,
is fully replicated throughout every process 𝑃 (𝑖). Additionally, we
define the intermediate results T(ℓ )

𝑖
of the matrix multiplication

𝐴𝐻 (ℓ ) as T(ℓ )
𝑖

=
∑𝑝

𝑗=1 Â𝑖 𝑗H
(ℓ )
𝑗

for each process 𝑃 (𝑖).
For each distributed process 𝑃 (𝑖) in parallel, Sancus proceeds

the forward pass and backpropagation with the help of collective
operations such as ring-based pipelined Broadcast and AllReduce.
At the beginning, the staleness of the intermediate embedding re-
sults H(ℓ−1)

𝑗
of process 𝑗 is checked in Line 6 before broadcasting

to other workers. If the process state is ACTIVE, then H(ℓ−1)
𝑗

is
sent to all workers in Line 7 from the root rank and copied to all
ranks via a One-to-All Broadcast sequentially and cached accord-
ingly. Otherwise, if the process state is STALE, Sancus performs
Skip-Broadcast to swap out the process 𝑗 from the communication
topology but leave it in the broadcast graph so that the worker 𝑗 can
still receive updates. The process 𝑗 stops broadcasting out H(ℓ−1)

𝑗

for this round, so all other workers repeatedly use their cached
version of stale embeddings H̃(ℓ−1)

𝑗
. Thus, either the up-to-date

results from the last epoch are used in Line 10 or the cached stale
results from earlier epochs are automatically repeated for local
computation in Line 13. Next, the intermediate results T(ℓ−1)

𝑖
are

used to compute the embeddings H(ℓ )
𝑖

for each process 𝑃 (𝑖). After
computing the latest embeddingsH(ℓ )

𝑖
for process 𝑖 , Sancus checks

whether H(ℓ )
𝑖

is within the staleness bound so that the worker state
flag 𝐹 (i) remains STALE to keep Skip-Broadcast H(ℓ )

𝑖
or becomes

ACTIVE to send out H(ℓ )
𝑖

. Note that for staleness checking, San-
cus either inspect staleness defined in Definition 1, Definition 2,
or Definition 3, respectively.

In the backward pass, gradients 𝛿 𝑗 are broadcast similarly. To
reduce communication of gradient sending, gradient clipping is
performed locally, also as a regularizer of historical embeddings.
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Conventionally, gradients are clipped whenever the L2-norm ∥ · ∥2
exceeds a threshold 𝑡ℎ. With decentralized 𝑃 workers, denote the
local threshold as 𝑡ℎ𝑖 . Assume i.i.d. gradients on each worker with
variance 𝜎2, then the sum of gradients on all workers has variance
𝑃𝜎2. Hence, E ∥𝛿𝑖 ∥2 ≈ 𝜎 and E∥𝛿 ∥2 ≈ 𝑃

1
2 𝜎 . It follows that the local

gradient threshold is scaled by 𝑃
1
2 , that is, 𝑡ℎ𝑖 = 𝑃

1
2 𝑡ℎ. Finally to

update the model, an AllReduce operation is performed to combine
gradients from all workers and send them to all ranks.

Since the GNN processing is treated purely as sequential matrix
multiplication operations as shown in Figure 12, matrix blocks are
directly moved among decentralized workers. Thus, Sancus avoids
the irregular and complex request-send communication to fetch
neighbors in vertex-centric distributed GNNs. To further avoid
communication, we define historical embeddings in Section 4.3.3
so that Sancus can cache and reuse historical embeddings.

4.3.3 Historical Embeddings. With 𝑃 decentralized workers, the
embedding matrix H split by rows is denoted as H𝑖 where 𝑖 ∈ [1, 𝑝]
and is distributed to each 𝑃 (𝑖) process. To compute the embedding
H(ℓ ) in a general GNN in Equation (1), we need to combine the
matrix block H𝑖 on each GPU. Inspired by historical embeddings
h̃(ℓ ) [9, 22], we generalize the idea of historical embeddings as stale
intermediate embedding results computed by other workers in dis-
tributed GNNs. Thus, the embedding matrix H(ℓ ) in Equation (2)
consists of two parts the latest embedding submatrices from active
workers which just broadcast the results and the historical embed-
ding submatrices from stale workers whose embedding variation is
small enough to be neglected. The historical embeddings are stored
in the cache on each GPU, only preserving the fresh ones. Let []
denotes the vertical concatenation of matrix blocks. The processor
state ACTIVE and STALE denote whether the processor 𝑃 (𝑖) is ac-
tive to broadcast the latest result of embedding submatrix H(ℓ )

𝑖
or

stale so the history H̃(ℓ )
𝑖

is used:

H(ℓ ) = 𝜎

( [
H(ℓ−1)
𝑖

]𝑃
𝑖=1

, Â;W(ℓ−1)
)

≈ 𝜎

( [
H(ℓ−1)
𝑖 :𝑃 (𝑖 )⇐ACTIVE | H̃

(ℓ−1)
𝑖 :𝑃 (𝑖 )⇐STALE

]𝑃
𝑖=1

, Â;W(ℓ−1)
)
.

(7)

4.3.4 Skip-Broadcast. With the decentralized scheme, the question
is how we can adjust the communication operation such as one-
to-all broadcast to support historical embeddings with bounded
staleness. Sincemost implementations of such decentralized scheme
[70] are based on bulk synchronism, it is challenging to directly
enforce historical embeddings. Thus, we propose a communication
primitive that is efficient to implement and requires no central-
ized parameter servers. Particularly, a Skip-Broadcast scheme is
designed, allowing seamless reshaping of the communication topol-
ogy during training. To realize Skip-Broadcast, Sancus keeps the
state flag Flag(i) on each worker 𝑖 to indicate the corresponding
worker status for the embeddings Hi computed on that worker,
where 𝑖 ∈ [1, 𝑝]. Specifically, Flag(i) == ACTIVE means worker
𝑖 needs to broadcast its latest version of embeddings Hi. During
the broadcast, the latest embeddings Hi should be sent to all other
workers and cached there respectively. If Flag(i) turns to STALE,
Sancus can Skip-Broadcast H𝑖 and let other workers utilize their
cached stale embeddings.

Figure 13: Skip-Broadcast Example, with STALE GPU worker

marked red.

Take Figure 13 as an example, GPU 2 is notified with Flag(2)
with STALE state so that other workers rely on their cached stale
version of the historical embeddings H2. Then the ring-based com-
munication topology is reshaped seamlessly to skip GPU 2 and
connect its neighbors directly. To receive updated embeddings and
gradients from other workers, it should be pointed out that GPU
2 is still preserved in the graph. Therefore, the Skip-Broadcast is
performed in replacement of the original broadcast operation when-
ever the portion of embeddings computed by the corresponding
worker is within the bounded staleness. By bypassing the STALE
worker to broadcast its stale embeddings, Sancus further reduces
the communication overhead. The stale flag Flag(i) is checked in ev-
ery iteration and updated if needed to help reshape the ring-based
communication topology.

4.3.5 Bounded Embedding Staleness. With skip-broadcast to sup-
port embedding staleness, workers can result with embeddings of
different iterations from others. To manage system staleness with
such mixed-version issues, Sancus supports bounded embedding
staleness. Though bounded gradient staleness is deeply investigated
[13, 41, 77] in traditional distributed ML for stochastic gradient de-
scent (SGD), its main purpose is to help SGD converge, mitigating
negative effects from stale gradients. However, we actively utilize
stale embeddings to avoid communication. By introducing a set of
novel bounded embedding staleness metrics 𝜖 , we can control the
errors caused by stale embeddings.

Bounded Staleness Definition Variants.We firstly provide
the definitions of three staleness of historical embeddings, including
one measured by the variation gap of embeddings. The first epoch-
fixed embedding staleness of one local update on each processor
𝑃 (𝑖) is formalized as follows:
Definition 1 (Epoch-Fixed Embedding Staleness). For all pro-
cessors in the decentralized GNNs, let 𝑒 and e denote the epoch number
of the intermediate stale embeddings and the current epoch respec-
tively, the maximum number 𝜖𝐸 of stale epochs that can be tolerated
is defined as the fixed-epoch embedding staleness: |𝑒 − 𝑒 | ≤ 𝜖𝐸 , where
the intermediate embeddings during model computation are only
broadcast after every 𝜖𝐸 epochs.

However, all workers can still be regarded as working in a fully
synchronous fashion. Thus, we propose two more flexible metrics
for the decentralized scheme, so workers may rely on stale em-
beddings of adaptive iterations from others. Thus, the system can
better manage its staleness where workers work at different speeds.
Definition 2 (Epoch-Adaptive Embedding Staleness). For each
processor 𝑃 (𝑖) in the decentralized GNNs, let the maximum epoch gap
𝜖𝐴 of embeddings between 𝑃 (𝑖) and all its in-coming neighbor proces-
sors be the epoch-adaptive embedding staleness. 𝑃 (𝑖) must broadcast
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its latest results to others after receiving stale embeddings from all its
in-coming neighbors at most 𝜖𝐴 epochs ago.
Definition 3 (Epoch-Adaptive Variation-Gap Embedding Stal-

eness). For each processor 𝑃 (𝑖) in the decentralized GNNs, let the
maximum variation gap 𝜖𝐻 in the values of the stale embeddings
that can be tolerated be defined as the epoch-adaptive variation-gap
embedding staleness:




H̃(ℓ )𝑖
− H(ℓ )

𝑖




 ≤ 𝜖𝐻 , where the intermediate
embeddings are adaptively broadcast whenever the embedding varia-
tion gap exceeds 𝜖𝐻 regardless of the number of epochs skipped.

Since all the above metrics are defined locally on each worker,
we need no centralized or global monitor to break the decentralized
scheme. Particularly, one can easily adapt the general definitions
above to any specific distributed GNN systems as the metrics to
study how the stale results affect the distributed training.

Bounded Staleness Check Procedure. Now, we introduce the
procedure to check whether the cached historical embeddings ex-
ceed the staleness bound to manage system staleness caused by the
mixed-version problem. One crucial distinction from traditional
distributed ML is that the bounded staleness is enforced on the
intermediate embeddings H𝑖 instead of gradients, with a new per-
spective to avoid unnecessary communication in distributed GNNs
by taking the initiative to utilize stale embeddings. However, we
need to control the errors caused by using stale embeddings. To
allow bounded embedding staleness in a decentralized setting, it is
natural to design a light-weighted local state tracker on each worker
for efficient bounded embedding staleness check-in Sancus.

From the database community, we adapt the idea of version
control [55] but in a decentralized approach tomonitor the staleness
of the system. We use ver to denote the current training epoch
number. Then on each worker 𝑖 , upon the arrival of each latest
H𝑗 from the worker 𝑗 , we stamp H𝑗 with version Ver𝑖 ( 𝑗), i.e., the
epoch number where H𝑗 is computed, correspondingly. We keep
track of the version number for all the H𝑗 where 𝑗 ∈ [1, · · · , 𝑝].

Algorithm 4 Embedding Staleness Check based on Definition 1.
Input: Current epoch number Ver; Cached embedding version
Ver( 𝑗 )
procedure STALE( )

if Ver−Ver( 𝑗) > 𝜖𝐸 then

F(i)← ACTIVE
else

F(i)← STALE
end if

end procedure

Firstly, we introduce the procedure to check the epoch-fixed
embedding staleness in Definition 1. The version (epoch number)
of latest broadcast H(ℓ−1)

𝑗
is stamped with Ver( 𝑗). After a forward

and backward pass are finished, a new epoch is proceeded. The
algorithm to check the epoch-fixed embedding staleness is shown
in Algorithm 4. Notice that the subscript 𝑖 for Ver𝑖 ( 𝑗) is omitted
since this basic staleness bound is unified for all workers. An 𝜖𝐸 = 1
example in Figure 14(a) shows the embeddings skip-broadcast every
other epoch.

Algorithm 5 Embedding Staleness Check based on Definition 2
Input: Current epoch number Ver; Cached embedding version
Ver 𝑖 ( 𝑗)
procedure STALE( )

for all process 𝑃 (𝑖) in parallel do

for 𝑗 = 1to𝑝 do

if Ver−Ver𝑖 ( 𝑗) > 𝜖𝐴 then

F(j)← ACTIVE
EndProcedure for 𝑃 ( 𝑗)

end if

end for

end for

end procedure

Secondly, for the epoch-adaptive embedding staleness in Defini-
tion 2, the latest broadcast H(ℓ−1)

𝑗
is stamped with Ver𝑖 ( 𝑗) for each

H(ℓ−1)
𝑗

on processor 𝑖 . Algorithm 5 depicts the staleness checking
procedure. If the embeddings H̃ℓ−1

𝑗
of any other worker 𝑗 cached

on worker 𝑖 is from 𝜖𝐴 epochs ago, the worker 𝑖 is running too fast
for the worker 𝑗 and H̃𝑗 is too stale, so F(j) is turned to ACTIVE to
send out H𝑗 soon. This ensures that the worker only broadcasts the
latest results proceeded in the new epoch when it receives updates
from other workers at most 𝜖𝐴 epochs ago. An example with 𝜖𝐴 = 1
is shown in Figure 14(b). In Epoch 9, the results H2_7 of worker
2 become too stale since 9 − 7 = 2 > 𝜖𝐴 = 1, worker 2 becomes
ACTIVE and broadcasts updated results to all others as shown in
Epoch 10. Then worker 1 becomes ACTIVE because others are using
H1_8 which is too stale. Similarly, worker 3 and 4 are designated as
ACTIVE in Epoch 11.

Algorithm 6 Embedding Staleness Check based on Definition 3

Input: Current Hℓ
𝑖
computed in 𝑃 (𝑖); Cached embeddings Hℓ

𝑖
procedure STALE( )

if



Hℓ
𝑖
− H̃ℓ

𝑖



 > 𝜖𝐻 then

F(i)← ACTIVE
else

F(i)← STALE
end if

end procedure

Lastly, for the epoch-adaptive variation-gap embedding staleness
in Definition 3, the staleness check is purely based on the embed-
ding variation locally on each worker. The checking procedure
is elaborated in Algorithm 6. If the embedding variation of Hℓ

𝑖
is

within the bound, the latest results need no broadcasting, and other
workers can use the stale historical embedding H̃𝑒

𝑖
. Otherwise, the

embedding variation becomes too large, then the latest Hℓ
𝑖
needs

broadcasting and caching. It is noticed that no version tracker is
required here. As Figure 14(c) shows, since the staleness is only
based on the embedding variation gap, workers may become STALE
after an adaptive number of epochs.
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Figure 14: Example training based on each bounded embed-

ding staleness: worker 𝑖 is denoted by 𝑃 (𝑖) where 𝑖 ∈ [1, 4]
and𝐻𝑖−𝑒 denotes the results obtained from process 𝑖 in epoch

𝑒; ACTIVE worker is colored green while STALE worker is

colored red. For Algorithm 4 and 5 , the staleness bound

𝜖𝐸 = 𝜖𝐴 = 1. For Algorithm 6, a toy example is given.

Table 2: Dataset statistics from the Open Graph Bench-

mark [33].

Dataset # Nodes # Edges Node Features

ogbn-product 2,449,029 61,859,140 100
ogbn-papers100M 111,059,956 3,231,371,744 128

5 Experiments

5.1 DistDGL

We focused on the node classification task using GNNs throughout
the evaluation. The GNNs for other tasks such as link prediction
mostly differ in the objective function while sharing most of the
GNN architectures so we omit them in the experiments.

We benchmark the state-of-the-art GraphSAGE [31] model on
two Open Graph Benchmark (OGB) datasets [33] shown in Table
2. The GraphSAGE model has three layers of hidden size 256; the
sampling fan-outs of each layer are 15, 10 and 5. We use a cluster
of eight AWS EC2 m5n.24xlarge instances (96 VCPU, 384GB RAM
each) connected by a 100Gbps network.

In all experiments, we use DGL v0.5 and Pytorch 1.5. For Euler
experiments, we use Euler v2.0 and TensorFlow 1.12.

5.1.1 DistDGL vs. other distributed GNN frameworks. We compare
the training speed of DistDGL with Euler [1], one of the state-of-the-
art distributed GNN training frameworks, on four m5n.24xlarge
instances. Euler is designed for distributed mini-batch training,
but it adopts different parallelization strategy from DistDGL. It
parallelizes computation completely with multiprocessing and uses
one thread for both forward and backward computation as well as
sampling inside a trainer. To have a fair comparison between the
two frameworks, we run mini-batch training with the same global
batch size (the total size of the batches of all trainers in an iteration)
on both frameworks because we use synchronized SGD to train
models.

Figure 15: DistDGLvs Euler on ogbn-product graph on four

m5n.24xlarge instances.

DistDGLgets 2.2× speedup over Euler in all different batch sizes
(Figure 15(a)). To have a better understanding of DistDGL’s perfor-
mance advantage, we break down the runtime of each component
within an iteration shown in Figure 15(b). The main advantage
of DistDGL is data copy, in which DistDGL has more than 5×
speedup. This is expected because DistDGLuses METIS to generate
partitions with minimal edge cuts and trainers are co-located with
the partition data to reduce network communication. The speed of
data copy in DistDGL gets close to local memory copy while Euler
has to copy data through TCP/IP from the network. DistDGL also
has 2× speedup in sampling over Euler for the same reason: Dist-
DGL samples majority of vertices and edges from the local partition
to generate mini-batches. DistDGL relies on DGL and Pytorch to
perform sparse and dense tensor computation in a mini-batch and
uses Pytorch to synchronize gradients among trainers while Euler
relies on TensorFlow for both mini-batch computation and gradient
synchronization. DistDGL is slightly faster in mini-batch com-
putation and gradient synchronization. Unfortunately, we cannot
separate the batch computation and gradient synchronization in
Pytorch.

5.1.2 Ablation Study. We further study the effectiveness of the
main optimizations in DistDGL: 1) reducing network traffic by
METIS graph partitioning and co-locating data and computation,
2) balance the graph partitions with multi-constraint partitioning.
To evaluate their effectiveness, we compare DistDGL’s graph parti-
tioning algorithm with two alternatives: random graph partitioning
and default METIS partitioning without multi-constraints. We use
a cluster of four machines to run the experiments.

METIS partitioning with multi-constraints to balance the par-
titions achieves good performance on both datasets (Figure 16).
Default METIS partitioning performs well compared with random
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Figure 16: METIS vs Random Partition on four machines

partitioning (2.14× speedup) on the ogbn-product graph due to its
superior reduction of network communication; adding multiple
constraints to balance partitions gives additional 4% improvement
over default METIS partitioning. However, default METIS partition-
ing achieves much worse performance than random partitioning
on the ogbn-papers100M graph due to a high imbalance between
partitions created by METIS, even though METIS can effectively
reduce the number of edge cuts between partitions. Adding multi-
constraint optimizations to balance the partitions, we see the benefit
of reducing network communication. This suggests that achieving
load balancing is as important as reducing network communication
for improving performance.

5.2 ByteGNN

We evaluate the performance of ByteGNN by comparing with
Graph-Learn [86], Euler [1], and Distributed DGL (DistDGL) [83].
We also examine the effects of our system designs on the perfor-
mance.

Testbed.We ran our experiments on a cluster of machines where
each machine is equipped with 1T DDR4 main memory and two
2.40GHz Intel(R) Xeon(R) Platinum 8260 CPU (each CPU has 24
cores or 48 virtual cores by hyper-threading). All the machines are
connected by a 25 Gbps network and the OS is the Debian 9.13 with
Linux kernel 4.19.117.

Datasets. We used three datasets in the evaluation, as shown
in Table 3. ogbn-product and ogbn-papers100M are the largest two
graphs in the Open Graph Benchmark (OGB). ogbn-product is an
undirected and unweighted graph modeling an Amazon product
copurchasing network [34]. ogbn-papers100M is a directed citation
graph of 111million papers indexed byMAG [74]. The Social dataset
is a directed graph in industry from the social network scenario.

Models.We used three representative GNN models, Graph Con-
volutional Network (GCN) [47], GraphSAGE [31], and Graph Atten-
tion network(GAT) [73], in our evaluation. In order to demonstrate

Dataset

ogbn-product

(Product)

ogbn-papers100M

(Papers)

Social

Vertices 2, 449, 029 111, 059, 956 66, 351, 656
Edges 123, 718, 280 1, 615, 685, 872 1, 751, 915, 191
Feature 100 128 150
Classes 47 172 2
Training set 196,615 1, 207, 179 6, 631, 989
Validation set 39,323 125,265 19, 908, 461
Test set 2, 213, 091 214,338 39, 811, 206

Table 3: Graph datasets

the expressiveness and efficiency of ByteGNN, we also tested the
unsupervised variants of these three models. Although unsuper-
vised

5.2.1 Overall Performance. We evaluated the systems’ overall per-
formance by measuring throughput, the number of samples pro-
cessed per second, a standardmetric for training efficiency. Through-
put is calculated as the total seed vertices processed divided by the
end-to-end GNN training time. Higher throughput indicates shorter
training times. We set the hidden size to 32 for GCN and Graph-
SAGE, and for GAT, used 4 attention heads with a hidden size of 16.
Euler was excluded for unsupervised GAT training due to execution
failure.

Figure 17 shows ByteGNN outperforming GraphLearnwith 7.5 to
16.2x speedup in supervised training and up to 23x in unsupervised
training, attributed to the system designs of two-level scheduling.
The improvements are more pronounced in unsupervised training
due to ByteGNN’s parallel sampling capabilities. ByteGNN also
achieves up to 4.7x speedup over Euler by enabling concurrent
execution of multiple DAGs, which maximizes CPU utilization and
avoids convergence issues caused by TensorFlow’s computation
graphs in Euler.

Against DistDGL, ByteGNN achieves 2.1–3.5x speedup for dense
graphs like ogbn-product and outperforms on sparse graphs like
ogbn-papers100M and Social, with 1.5x and 1.3x speedups in su-
pervised GCN and GraphSAGE training. The improvements are
smaller for sparse graphs, especially with GAT, due to optimized
sparse tensor operations in DistDGL, which ByteGNN lacks. In
unsupervised training, ByteGNN shows greater gains, achieving
2.4x speedup for GraphSAGE and 1.6x for GAT, thanks to its higher
sampling parallelism. Figure 18 reports ByteGNN’s CPU utilization,
which is 3–6x higher than GraphLearn, Euler, and DistDGL. Lower
utilization in supervised GCN and GraphSAGE is due to efficient re-
source allocation between sampling and training phases and lighter
GCN workloads.

5.2.2 Scalability. Figure 19 shows the throughput scalability of
systems on the ogbn-papers100M dataset with machine counts
ranging from 4 to 64. ByteGNN outperforms all other systems
in scalability. Results for other datasets are omitted due to space
constraints but follow similar patterns, with ByteGNN performing
even better on the dense ogbn-product graph. A hidden size of 256
is used to test performance under different configurations.

Distributed GNN training typically has sub-linear scalability
due to synchronization overhead in the BSP model and high net-
work I/O. GraphLearn and Euler scale poorly, with low throughput
caused by the lack of an effective graph partitioning algorithm,
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Figure 17: The throughput of GraphLearn, Euler, DistDGL,

and ByteGNN for training different models on 4 machines.

leading to significant network communication overhead. Although
they use TensorFlow’s asynchronous gradient update to minimize
synchronization overhead, it risks accuracy loss. DistDGL, on the
other hand, suffers from synchronization delays during gradient
updates, as trainers must wait for mini-batch sampling outputs.
Prefetching helps but doesn’t scale well with more machines.

ByteGNN addresses these issues with pipelined sampling and
training, ensuring better resource utilization. Its GNN-specific graph
partitioning reduces network communication overhead as machine
numbers increase, enabling superior scalability compared to other
systems.

5.2.3 Model Accuracy. We also report the correctness of ByteGNN
by evaluating the test accuracy of the GraphSAGE model on the

Figure 18: The throughput of GraphLearn, Euler, DistDGL,

and ByteGNN for training different models on 4 machines.

Figure 19: The throughput of GraphLearn, Euler, DistDGL,

and ByteGNN for training different models on 4 machines.

ogbn-product dataset, comparing with GraphLearn and DistDGL.
Euler has similar accuracy as GraphLearn. In Figure 20, we report
the test accuracy of different systems at every epoch until the train-
ing converges. The result shows that the systems achieve similar or
the same accuracy eventually, but ByteGNN converges the fastest,
in both the single-machine setting (1M) and distributed 4-machine
setting (4M). We also note that as the mini-batch training can up-
date the model many times in one epoch, the accuracy increases
quickly in the first several epochs. The single-machine accuracy of
GraphLearn can also be seen as the baseline to demonstrate that our
code changes to GraphLearn do not affect the semantics of the GNN
models. And as ByteGNN uses BSP to ensure model convergence in
distributed training, it achieves approximately the same accuracy
as DistDGL but uses less time.
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Figure 20: The throughput of GraphLearn, Euler, DistDGL,

and ByteGNN for training different models on 4 machines.

5.3 Sancus

We evaluate Sancus on five commonly-used [2] large-scale bench-
mark datasets [34, 79], listed in Table 4. The task on Flickr and
Reddit is single-class node classification, while on Amazon, ogbn-
products, and ogbn-papers100M is multi-class classifications. Specif-
ically, Flickr models the relations between images uploaded with
common properties. Reddit dataset consists of posts and user com-
ments to predict the topical communities that the posts belong
to. On Amazon and ogbn-product datasets with node representing
product and edge representing products purchased by one customer,
we need to categorize the product nodes with multiple labels. Ogbn-
papers100M is a citation graph to predict subject areas of papers.
All datasets follow the "fixed-partition" splits [34, 79].

Dataset |V| |E | |𝐹 | # Class Byte size

Flickr 89,250 899,756 500 7 529 MB
Reddit 232,965 11, 606, 919 602 41 3.53 GB
Amazon 1, 598, 960 132, 169, 734 200 107(m) 2.34 GB

ogbn-products 2, 449, 029 61, 859, 140 100 47 1.38 GB
ogbn-papers100M 111, 059, 956 1, 615, 685, 872 200 172 56.2 GB

Table 4: Summary of the graph data statistics used in our

experiments to evaluate the proposed framework("m": multi-

class classification).

We implement Sancus using a PyTorch-based adaptation of
classical parallel algorithms for distributed GNN training. Unlike
existing methods, Sancus adaptively avoids communication by
skipping broadcasts of cached historical embeddings, leveraging
bounded embedding staleness. We implement 𝜖𝐸 (Definition 2) with
Algorithms 4 and 2 as SCS-E, which skips broadcasts and reuses
cached embeddings for 𝜖𝐸 epochs. Similarly, 𝜖𝐴 (Definition 3) and
𝜖𝐻 (Definition 4) are implemented as SCS-A and SCS-H using
Algorithms 5, and Algorithms 6, respectively, allowing adaptive
skip-broadcasting. We also implement SkipG, based on bounded
gradient staleness, to demonstrate the superiority of bounded em-
bedding staleness.

5.3.1 Sancus is effective. First, we demonstrate the communica-
tion reduction effectiveness of Sancus across benchmark datasets

Config Operation CAGNET SCS-A1 SCS-E SCS-H

(1) 8*1
p2p: no

compute 0.365 0.359 0.359 0.343
communicate 1 0.687 0.697 0.675

(2) 4*2
p2p: no

compute 0.093 0.093 0.092 0.090
communicate 1 0.717 0.714 0.698

(3) 4*1
p2p: yes

compute 0.437 0.431 0.431 0.425
communicate 1 0.703 0.708 0.692

Table 5: Summary of detailed time breakdown (second) mea-

sured in seconds in one epoch with SCS-A/E/H compared to

CAGNET, on Reddit dataset.

of increasing scale to show scalability. Figure 21 highlights results
with accuracy loss within 0.01. Compared to SOTA methods like
CAGNET and SkipG, our Sancus variants reduce communication
by 35% to 74% using bounded embedding staleness. To demonstrate
generality, we evaluate the least communication-reducing base-
lines, SCS-E1/A1/H1, focusing on system configurations. Figure
22 examines GPU configurations, number of GPUs, GNN layers,
and hidden feature sizes across ogbn-products, Flickr, Reddit, and
ogbn-papers100M. Training time breakdowns of computation and
communication are shown in Table 5.

Figure 22(a) shows that communication time varies with GPU
configurations, but Sancus consistently reduces communication
across all setups, including single-machine multi-GPU and multi-
server environments. Table 3 confirms this across configurations
(1)(2)(3). SCS-A1 achieves minimal overhead in all settings, includ-
ing multi-server setups. As Figure 22(b) shows, increasing GPUs
reduces total costs compared to CAGNET. With SCS-H, commu-
nication cost using 8 GPUs approaches CAGNET’s cost with 2
GPUs, alongside a 67% reduction in computation cost. Addition-
ally, avoided communication proportion increases with GPU count,
which centralized PS architectures [52] struggle to achieve. Fig-
ure 22(c) demonstrates effective communication reduction across
varying GNN depths. Figure 22(d) shows that with increasing hid-
den feature size, Sancus’s epoch-adaptive strategy results in much
slower communication cost growth compared to CAGNET. These
results confirm the robustness and generality of our framework
across diverse system configurations.

5.3.2 Sancus converges fast and reserves the GNN performance.

With repeated usage of historical embeddings to skip-broadcast
adaptively, Sancus avoids communication while preserving the
GNN accuracy. In Figure 23 and 24(b), all proposed variants con-
verge to a very close ( ⩽ 0.005 ), even the same, sometimes the
better accuracy results with communication avoiding, compared
to CAGNET. Besides, the convergence time to reach satisfying ac-
curacy is much faster. We also show that the traditional bounded
gradient method SkipG suffers far more accuracy loss ( ⩽ 0.02 )
compared to our skip-broadcast historical embeddings. In general,
we draw the conclusion on the extremely close proximity of the
model performance between the proposed training framework and
the original GNN training.

5.3.3 Sancus is staleness-aware. We show the adaptivity in the
number of epochs that Sancus skips when using cached historical
embeddings to manage system staleness. As illustrated in Figure
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Figure 21: Communication-avoiding performance using all 8 GPUs on Flickr/Reddit/Amazon/ogbn-products datasets. In each

subplot, x-axis denotes the methods compared: CAGNET[72], SkipG[59], SCS-E1/E2/E3 with 𝜖𝐸 = {1, 2, 3}, SCS-A1/A2/A3 with

𝜖𝐴 = {1, 2, 3}, SCS-H1/H2/H3 with 𝜖𝐻 = {0.01, 0.02, 0.03}; y-axis denotes the time proportion during training, where blue bar

denotes model computation cost and orange bar denotes communication cost.

Figure 22: The performance with system architecture variants (GPU configurations/number of GPUs/GNN layer number/GNN

hidden feature size) compared to CAGNET on ogbn-products/Flickr/Reddit/ogbn-papers100M datasets, respectively. In each

subplot, y-axis denotes the time proportion during training, where blue bar denotes model computation cost and orange bar

denotes communication cost. For the x-axis, we denote the method/GPU configurations in Figure 22(a), method/number of

GPUs in Figure 22(b), method/layer number in Figure 22(c), and method/hidden feature size in Figure 22(d).

Figure 23: The accuracy results using all eight GPUs on Flickr/Reddict/Amazon datasets, respectively. In each subplot, 𝑥-axis

denotes the methods compared: CAGNET[72], SkipG [59], SCS-E1/E2 denotes 𝜖𝐸 = {1, 2}, SCS-A1/A2 𝜖𝐴 = {1, 2}, SCS −H1/H2𝜖𝐻 =

{0.01, 0.02}; y-xis denotes the time proportion.

24(a), we plot the corresponding epochs that actually perform broad-
casting in the training of the proposed framework. As the control
group, epoch-fixed SCS-E1 in Figure 24(a) broadcast the latest re-
sults in every 2 iterations. Thus its cached epochs - the orange
dots, increase regularly. As for epoch-adaptive schemes SCS-A and
SCS-H, we find the broadcasts exhibiting irregular patterns, by ob-
serving that the interspaces between dots are at varying distances,
especially for SCS-H. The explanation is that the staleness in epoch
number is adaptively controlled by the staleness tolerance 𝜖𝐻 , also
shown by the earlier example in Figure 14. In accordance with Fig-
ure 21, SCS-E1/A1/H1 cache the least epochs thus avoid the least
communication as Figure 21 shows. Compared to the epoch-fixed

SCS-E, epoch-adaptive methods provide higher accuracy results
(Figure 23). It shows that managing system staleness can lead to
better preservation of effectiveness. Notably, though SCS-E3 caches
similar epochs with similar communication avoiding in Figure 21,
it suffers from the most accuracy loss in Figure 23. Taking all above
into account, we conclude that the adaptive strategy with staleness-
awareness is more robust and advantageous in communication
avoiding with little and even no loss of accuracy, sometimes even
better accuracy.
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Figure 24: The scatter plots with x-axis denoting epochs per-

forming broadcast on Reddit, to show adaptive staleness-

awareness. SCS-E1/E3 denotes 𝜖𝐸 = {1, 2}; SCS-A1/A2/a3
denotes 𝜖𝐴 = {1, 2, 3}; SCS-H1/H2/H3 denotes 𝜖𝐻 =

{0.01, 0.02, 0.03}.

Dataset 2 GPUs 4 GPUs 8 GPUs
Flickr 170.2 MB 255.3 MB 297.9 MB
Reddit 0.5 GB 0.8 GB 0.9 GB
Amazon 1.2 GB 1.8 GB 2.1 GB

ogbn-products 0.9 GB 1.4 GB 1.6 GB
Table 6: Cache Memory Footprints with configuration(1).

Ogbn-paper100M is omitted from the table since it only runs

on 4 GPUs with 31GB cache size.

5.3.4 Sancus is memory-efficient. Due to the GPU memory con-
straints, the scalability of such distributed GNN training is in-
structed by the memory cost on GPUs. During Sancus training,
there are three parts of GPU memory footprints: local data (i.e., em-
beddings, local adjacency matrix, and full weight matrix), memory
for matrix operation, and cache of historical embeddings. Com-
pared to CAGNET, the only extra memory Sancus consumes is
the cache of historical embeddings. Thus, we show the cache mem-
ory footprints in Table 6. Generally, the cache memory cost is a
particularly small proportion for modern GPUs on most datasets.

6 Conclusion

The convergence of distributed and decentralized strategies has
transformed the scalability of GNN training on billion-scale graphs.
DistDGL’s owner-compute principle and partitioning optimiza-
tions reduce computational bottlenecks while preserving memory
efficiency. ByteGNN brings system-level innovations like mixed-
precision computation and GPU-centric hierarchical memory us-
age, tackling real-world industrial-scale workloads with remarkable
throughput improvements. Sancus demonstrates the viability of
decentralized training by embracing staleness-aware updates and
communication-avoiding techniques, balancing model accuracy
and communication overheads. These systems collectively redefine
the scalability limits of GNNs, paving theway for future innovations
in large-scale graph processing and enabling practical applications
across diverse domains, from social networks to biological systems.
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