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| ntr oduction

OMotivation

><an accur ate classifier isan essential
component of a hypertext database

><Inaive use of termsin thelink neighborhood
of a document can even degrade accuracy

OGoal

><la better classifier based on link information
in a small neighborhood around documents

><Jadapt gracefully to the fraction of
neighboring documents having known topics

| ntroduction

OProblem
><diver seauthorship
><Inavigational and citation links
><Ishort, fragmented documents
OChallenge
><lhomogeneous cor pora (I R)
<D TREC, Reuters, MEDLINE
<@correct rate: 80~87%
><Ihyperlinked corpora
«PUS Patent Database: 64%, Yahoo!: 32%




| ntr oduction

OObviousidea
><linclude the text of a document’s neighbors

<@Pwor se than the case based on only local
text

<@Dlink information is noisy
OMain idea

><the topics of neighboring documents
determinelinking behavior

><initially guessthetopics based on text alone,
then update them iteratively

<DError rate: 21%

Text classification

ODataset

><therearealargevocabulary overlap and
cross-linkage between the topics




Text classification

OTAPER
><la basic classification engine

«@Dconstruct a diverse set of classifiers
specifically suited to each internal node

Training II Storeterm, document Testing II
d and class statistics d

ocuments ocuments

L<Random ' e
split > Construct class model —|Classifier

L » Order featuresand
pick top few features

Class

Text classification

OFeature selection
><good discriminatorsvs. noise

><Jorder theterm by decreasing ability to
separatetheclasses > (u(c,,t)- p(c, 1))’

><Aformula: score(t) °ch

OClass model 2 Z( (t.d,c)- plc.t))
><IBernoulli model vs. blnary model
><formula: n(c) 6?(c t)” (d.t)

Prl[d Oc|c,, F] =

cI]chlld (o) ﬂ(C J_I 9




Text classification

OExample

>4c,: <d,, d,>, c,: <dg, d>

dy: <t;:1,t,:2, t5:1>,d,: <t;:3,1,:0, t5:5>

dy: <t;:2,1,:10, t5:2>, d,: <t;:4,1,:12, t5:6>

H(cy, t)=2, p(Cy, 15)=1, p(cy, t5)=3

H(C2, 11)=3, H(Cy, 1)=11, U(Cy, 15)=4
<@Dscore(t,)=1/2, score(t,)="50, score(t;)=1/8

>Ad' nF: <t;:1,t,:3>

6(c,,t;)=1, 6(c,,t,)=1/2, B(c,t,)=1, 6(C,t,)=1
<OPr[d 7 ¢]=19, Pr[d' [7 c,]=8/9

Hypertext classification

OFeatureengineering d
DAl in-link, O: out-link
>4d: <x, O©y, |©w, |I00z >

OExperiment: US Patent Database
><all immediate neighbors

«@DLocal: 36%
<@DLocal+Nbr: 38.3%
<@DLocal+TagNbr: 38.2%

><term distribution is not sufficiently similar
tothetrueclass




Hypertext classification

ORadius-one specification

>4if classesfor all neighboring documentsare
known, replace each hyperlink with class 1D

><choose ¢, to maximize Pr(c|N;)
><formula:

Pr(N; |6 )Pr(c)=

(e )ﬁl oy, c 11V gy, . 10 e

Hypertext classification

OExample d
@Y1, C1lN)=4/5, @y, ¢|1)=1/5 rr
@y, ¢,|0)=4/6, @(y,, ¢,|0)=2/6 Cl‘ c, C
@Y1, Cl)=2/5, @y, C,|1)=3/5 -
Wy CIO)=U4, By, JO)=314 | |t e
dy: Pr(Ny| c)=16/25, Pr(N,| c)=4/25 " |

d,: Pr(N,| ¢c,)=4/25, Pr(N,| ¢,)=6/25 1d, ) d,
dg: Pr(N,| ¢,)=1/15, Pr(N,| c,)=9/20
>4Pr(d,0 ¢,)=16/20, Pr(d,O ¢,)=6/10, Pr(d,O

c,)=27/31

© |




Hypertext classification

Olterative relaxation labeling

><if some or all of the neighboring classesare
unknown

<@Dgiven test document d

<@Dconstruct a radius-r graph G(d) around d

«Passign initial classesto all d,/7G(d) using
local text

«@Diterate until consistent

= recompute the class for each d,11G(d)
based on local text and class of neighbors

Hypertext classification

OExperiment: US Patent Database
><lcomplete supervised case
<@DText: 36%
<@DLink: 34%
<DPrefix: 22.1%
@D Text+ Prefix: 21%
><partially supervised case
«@DText: constant
<@DLink: 34~31~27~24~22.1%
@D Text+Link: 26~25~24~22~21%




Hypertext classification

ORadius-two specification

><Ipagesthat citesor are cited by many
common pages areregarded as similar

><Ithese common pages are called bridge

«OBisan |10-bridge for d; and d, d

1

<DA: Il-bridge, C: OO-bridge

!
<D Ol-bridge is not meaningful B
OExperiment: Yahoo! I

D4dthe fraction of coherent pairsamong all |92

pairs(d,, d,) where (d1-d2),=D;, for some]j

Hypertext classification

OTAPER with |O-bridge
><Jassumed pure bridge

><take all prefixes of the known classes from
pagesthat arelO-bridged to atraining page

OI10-bridge with locality
><include classID c asafeature of paged, if
<@Na bridge contains out-links to d, d, and d,
<@Mthe classes of d, and d, are the same (c)

<@no out-links between d; and d, point to a
page with a known class




Hypertext classification

OExperiment: Yahoo!
><lerror rate
<@ Text: 68%
DI O-bridge: 25%
@I O-locality: 21%
><coverage
@D Text: 100%
DI O-bridge: 75%
@Dl O-locality: 62%

Conclusion

OContribution

>4AThisisthefirst topic classification system
that combinestextual and linkage features

><lachieve significantly improved accuracy at a
moder ate computational over head

@HUS Patent Database: 36~21%
<@HYahoo!: 68~21%

OComment
><the classifier only needsvery few features
><Imanagement of link information isrequired




