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I ntroduction

e Background
4 multimedia document ar chives (volumes)
€ high latency of volume exchanges
e Motivations
@ document popularity/access pattern
@ good cache replacement policies
® | ssues
#cachehit rate
=Iquantitatively assess the cache-worthiness
=Tthrottle the overly aggressive prefetching

I ntroduction

® | ssues (Continued)

@1 esour ce contention at thetertiary storage
=Ireduce queuing delays of pending requests
=Iminimize volume exchanges

@1 esour ce contention at the secondary storage
=Iwrite (migration) vs. read (cache hit)
=Ithe primary storage: faster cache space

e Goal

4 a unified approach to cachereplacement and
speculative prefetching based on a stochastic
model for predicting document accesses




Architecture

e Storage hierarchy
e primary storage (PS): cache/transfer buffer
#secondary storage (SS): cache disk
etertiary storage (TS): optical-disk jukebox
=Jonline tertiary storage (TS-on)
=loffline tertiary storage (TS-off) FI ients

((( fetch, prefetch PS
\/ spool,  fetch
e —

gject/load

Architecture

e Upward data migration
&fetch from TS-on into PS
&fetch from SSinto PS
& prefetch from TS-on into PS
@ spool from PSonto SS
#load from TS-off to TS-on
e Downward data migration
®¢ject an onlinevolumefrom TSdrive
® Scenario
@ docs(PS) isnot always a subset of docs(SS)




Stochastic M odel

e Basics

€S sat of active user sessions, D: document
set

&M arkov chain model

[=Jinteraction times between success requests
of the same user are exponentially
distributed (confirmed by Web server traces)

@ a continuous-time Markov chain (CTMC)

[=Ithe probability of entering a state depends
only on the current state

[=Istate residence time must be an
exponentially distributed random variable

Stochastic M odel

e CTMC
#p;: transition probability from statei to |
€ H.: mean residence time of statei
&V, (=1/H,): statedeparturerate
®V; (=p;*Vv)): trangition rate from statei to |
[=Tp;(t): the probability that a session will be
in state at timet from now (given statei)
e Transformed CTMC
¢ CTMC with uniform mean residence times

[=Igenerated by a Poisson process with rate v
(v=max(v;) of the original CTMC)




Stochastic M odel

e M athematical foundations
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Stochastic M odel

® Single session
¢ E[number of accessesto d, in timet]

=>vLE () 0p,

e Multiple sessions
@ expected number of speculativerequests
¢ E[total number of access&to d, intimet]
=N_.(d, ) =$XVlE, () Op,
Oapprommatlon
=Idynamic arrival and termination




| ntegrated Migration Policy

® Metrics

e near-term heat: NH(d,t)=Ng,.(d,t)

®near-term temper atur e (nor malized)
=INT(d,t)=NH(d,t)/Sd)

& replacement cost: RC(d)

e weight(d,t)=(NH(d,t)/S(d))*RC(d)
=Imaintain a sorted list L of interesting

documents containing the top m documents

=prefetch d from L into PSor SSif and only
if d isnot cached and its weight exceeds the
maxi mum wei ght among replacement victims

| ntegrated Migration Policy

® Scenario

®overly aggressive prefetching may lead to
contention at the TSdrives

® Two more metrics
& benefit
[=1the aggregated savingsin the response time
& penalty
[=Ithe aggregated delays of pending requests
#the prefetching request isinitiated if and
only if its benefit exceedsits penalty

e Example




| ntegrated Migration Policy

e Decision process
#rank documents by their weights

=lidentify speculative prefetching candidates
and insert them into the queues of the TS

@ prefetch document d from TS-on

[=1sdl ect the lowest ranked documents of the
target level as replacement victims RV

=1d/RV weight comparison
=Ibenefit/penalty comparison

ewrited from PSto SS
[=Irepeat stage 2

| mplementation

e Bookkeeping data

@ keep moving-average statistics for all state
transition probabilitiesof CTMC and all
stateresidence times

€ monitor the state-changes of any session
[=lincrementally update parameters E;(t)
[=Iterminate the chain traversal by a threshold
#ranked lists of data <id, size, weight>
=llpoc: all documents with nonzero weights
=1lpg all documents cached in PS
=1l all documents cached in SS




Experiment

e Markov chain migration policies
®McMin
=Iweight(d,t)=NH(d,t), RC(d)=1
=leagerly prefetching based only on weights
®McMin+
=Idocument-specific replacement costs
=Ibenefit/penalty comparison
&®McMin-
[=Jjust a CTMC-based cache replacement

e Temperature-based migration policies

Experiment

e Simulation

&four synthetic workloadswhich differ in
their session arrival ratesand the
distribution of mean residence times

=ILOW_SLOW, LOW_FAST, ...
e Results
®MRT: McMin < TEMP+ (LOW_SLOW)
®MRT: McMin+ < McMin (large caches)
emissrate: McMin < TEMP+(HRg )
# space overhead: 10M B/23GB
4 CPU consumption: 200ms per session step




Conclusion

e Contributions

@ incor porate document-specific client
interaction time between successive requests

@ reconciletheinduced access patter ns of all
active client sessionsinto a global prediction

e Features
& better than the stationary-probability model
# much mor e bookkeeping over heads
e Applications
@ prefetching and caching for Web servers
& data hoarding in mobile system




