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Abstract. We demonstrate a process and a system for building 
three-dimensional (3D) digital archives of museum artifacts.  Our system 
allows the targeted audience to observe the digitized 3D objects from any angle 
and at any distance, while still conveys the textures and the material properties 
with high fidelity.  Our system acquires input images mainly with a handheld 
digital camera.  Therefore it is portable and easy to set up at the museum sites.  
The results we show include two digitized art pieces from the Yingko Ceramics 
Museum at Taipei County, Taiwan.  Our system can also use a QuickTimeVR 
object movie as the initial input, which we demonstrate using the Jadeite 
Cabbage data from the National Palace Museum. 

1   Introduction 

Just like two-dimensional (2D) photographs can deliver richer information than 
words and texts, there is a lot more information that can be conveyed in 
three-dimensional (3D) form. A good example is the 3D visualization of CT or 
ultrasound scans in the medical community.  Therefore, building 3D digital archives 
for important museum collection and art pieces will certainly allow those contents to 
reach the audience more vividly.  During the early stage of our study, we visited the 
Yingko Ceramics Museum at Taipei County, Taiwan. One of the most important 
archives in the Yingko Ceramics Museum that many scholars would like to access for 
further research is its collection of historic Koji ceramics (交趾陶).  However, the 
historic Koji ceramics are so fragile that those scholars often have access to their 
photographs only.  With 3D digital archives, those scholars would have more 
freedom and closer views of the Koji ceramics without the risk of damaging them. 

Therefore, the goal of our work is to develop advanced techniques for creating 3D 
digital archives of museum art pieces.  The 3D geometric and surface material 
models that we obtain must allow the viewers to look at the digitized 3D objects from 
any angle and at any distance, while still convey the textures and the material 
properties of the 3D objects with high fidelity.  In addition, we want our system to 
be portable and easy to set up, so we can bring it to the museum sites for the scanning 
of the artifacts (instead of the other way around). 

Many different methods exist for creating three-dimensional models in computer 
graphics.  In the gaming and animation industry, 3D models are mostly created 



manually by 3D artists using 3D modeling programs.  However, the manual 3D 
modeling process is time consuming.  It is also difficult to produce precise 3D 
models that are required for digital archives.  Using automatic 3D scanning is an 
alternative to the manual 3D modeling process.  Many of the 3D scanning methods 
have limitations on the types of object materials, which we discuss in Section 2.  In 
this work, we use an image-based method that has fewer limitations on the material 
types.  Our system acquires input images mainly with a handheld digital camera.  
Therefore it is portable and easy to set up at the museum sites.  The results we show 
include two digitized art pieces from the Yingko Ceramics Museum at Taipei County, 
Taiwan.  Our system can also use a QuickTimeVR object movie as the initial input, 
which we demonstrate using the Jadeite Cabbage data from the National Palace 
Museum. 

2   Related Work 

There are many works about how to construct 3D models, and how to show these 
models realistically in real-time.  One way to get a highly accurate 3D model is to 
use the laser range scanners such as [1], but they usually do not work well on objects 
with dark or glossy surfaces, and translucent objects such as the Jadeite Cabbage data 
from the National Palace Museum.  The structured-light based systems such as [2] 
have a different problem from the laser scanners: they do not work well on highly 
textured surfaces because the textures could interfere with the structured light.  
There are also lots of methods proposed to reconstruct 3D models in computer vision.  
Most of them require many correspondent points, but getting a dense set of correct 
correspondences is a hard problem.  They also face problems that are caused by 
glossy materials because the colors and the highlight on glossy surfaces could change 
rapidly according to the camera position. 

In this work, we use an image-based method which uses digital photographs as the 
input.  There are many other image-based modeling and rendering methods, such as 
the image-based visual hulls (IBVH) [11] and the Light Field Mapping [6].  Like our 
method, image-based visual hulls and the opacity hulls [12] construct the 3D shapes 
from the silhouettes.  Our system uses handheld cameras instead of a well-calibrated 
gantry, thus is more portable and easier to set up than the opacity hulls.  Unlike 
Light Field Mapping, our system does not assume the existence of a precise 3D 
geometric model of the scanned object.  The QuickTime VR system [5] is similar to 
our system in two aspects: it does not require a precise 3D geometric model and it 
needs lots of photographs taken around the scanned object.  However, it renders the 
models by choosing or blending a few original input images, thus limiting the viewing 
distance and angle.  In this work, we show that a QuickTime VR object movie can 
also be used as the input to our system. 



3 Our System 

In this project, we develop a process to reconstruct 3D models and render them.  
In conventional 3D scanning techniques, it is hard to reconstruct the object with 
glossy materials, translucent materials, and dark surfaces. But our process can 
reconstruct the object of almost any material.  We can display the object at any 
viewing angle and distance.  Besides, we also capture the specular reflection which 
changes with the view. 

The workflow is shown in Figure 1.  In this process, we use lots of photographs to 
reconstruct the 3D model and render the object in real time.  The photographs, their 
silhouettes, and the camera information are the inputs to our system.  In practice, the 
silhouettes may be extracted from the photographs by image processing and the 
camera information may be recovered by computer vision techniques.  Therefore, 
the most important inputs are the photographs.  In previous works involving visual 
hulls [11][12], the cameras are mounted on a pre-calibrated gantry to avoid the 
difficult tasks of recovering the camera information from photographs.  A lesson we 
learned during this project is that the quality and accuracy of the resulting visual hulls 
are very sensitive to the errors in the recovered camera information.  The detail of 
camera calibration is described in Section 3.1. 

After we get the camera information and silhouettes, we can obtain the 3D points 
on the surfaces of the desired object by our sampling method.  We use the concept of 
shape-from-silhouette to construct the visual hull of the object.  After constructing 
the hull, we obtain many 3D samples on the surfaces of the hull (Section 3.2.1).  
After we get those 3D points, we use them to reconstruct a triangle mesh.  This is 
discussed in Section 3.2.2. 

We use the Light Field Mapping (LFM) [6] technique for rendering.  What LFM 
needs is a 3D mesh and calibrated photographs.  There are two stages in LFM, 
namely the LFM processor and the LFM renderer.  The LFM processor is a 
preprocess that transforms the original data to LFM data.  And the LFM renderer can 
use this LFM data efficiently for view-dependent texture mapping.  The detail is 
further described in Section 3.3.  

 

 
Figure 1: The workflow of our system. 



3.1 Data Acquisition and Calibration 

There are two ways to get the input photographs: we could take new photographs 
using hand-held cameras or we could use existing photographs.  The later could 
happen if the object to be scanned no longer exists.  It also applies to the cases where 
many photographs are already taken for other purposes, such as for building a 
QuickTime VR (QTVR) object movie. 

To recover the camera information (i.e., the intrinsic and extrinsic parameters) 
from all the photographs, we may place markers around the scanned object to 
simplify the calibration process.  We discuss this approach further in Section 3.1.1.  
However, it is more difficult to obtain the calibrated camera parameters from the 
exiting photographs since this is a classical computer vision problem.  In this work, 
we only consider existing photographs that are associated with a QuickTime VR 
object movie.  More detail is in Section 3.1.2.   

3.1.1 Photographs from Hand-Held Cameras  

A natural way to obtain images of the scanned object from various angles is to use 
a handheld camera, as long as we can recover the camera poses afterwards.  We use 
the self-calibration method suggested by Zhang [16] to obtain the intrinsic camera 
parameters and the lens distortion parameters (Figure 11).  Then we put some 
markers around the object to be captured in order to find the extrinsic camera 
parameters (Figure 12). 

The markers that we place around the scanned object for calibration purpose could 
present problems for large objects and for glossy objects.  The problem arising from 
large objects is that they could occlude the markers that are required for calibration.  
Our solution is to use sparsely placed markers instead.  For objects containing highly 
glossy or reflective surfaces, the pattern of the markers might appear in the reflection.  
To eliminate the reflection, we need to take two pictures of each view, one for the 
calibration, and the other for the actual acquisition.  The first picture is taken with 
the markers.  The second picture is taken at the same position, but with the markers 
covered by papers that have similar color to the desk.  A tripod is used to make sure 
the two pictures are taken at the same position. 

3.1.2 QuickTime VR Dataset 

It is desirable sometimes to reconstruct 3D model from existing photographs.  In 
this work, we choose the QuickTime VR (QTVR) data of “Jadeite Cabbage with 
Insects” (or just “Jadeite Cabbage” in short) for experiment.  The QTVR data of 
Jadeite Cabbage contains 360 pictures which are taken around it.  Figure 2 shows the 
roughly estimated camera positions in the Jadeite Cabbage dataset, where the looking 
direction, the up direction, and the right direction are drawn as 3 lines colored red, 
green and blue respectively. 



QuickTime VR (QTVR) is a technique that can model and display an object by 
many 2D photographs.  Once the viewer determines the viewing direction and 
distance, QTVR chooses one or several photographs with the closest viewing 
condition to produce the current view.  Since no 3D model is actually reconstructed 
in the original QTVR method, the camera positions that are stored in the QTVR data 
do not need to be precise.  However, to construct a 3D model from the QTVR data, 
we need to recover more precise camera information for every picture. 

 

 
Figure 2: The 360 camera positions of the Jadeite Cabbage data set.  The red, green 
and blue lines show the viewing, up and right directions of camera poses respectively. 

 
Figure 3: The 72 camera poses that are recovered from the QuickTime VR object 
movie of the Jadeite Cabbage. 



 
At first look, it seems easy to find the camera positions in a QTVR dataset. 

Usually, a QTVR object movie data is captured with a regular camera movement.  
For example, the Jadeite Cabbage data contains pictures taken from camera positions 
that form 10 circles.  The camera positions within each circle are placed at about 
every 10 degrees (Figure 2).  This leads to the assumption that the camera positions 
are placed regularly on a hemisphere and rotated around a fixed point (as shown in 
Figure 2).  Unfortunately, such an assumption did not produce satisfying results, as 
shown in Figure 7(a). 

 Subsequently, we use the “structure form motion” technique in [7] to obtain the 
calibrated camera parameters.  Note that it is time consuming to obtain precise 
camera parameters, because it requires manual input to establish initial image 
correspondences.  In the case of Jadeite Cabbage, we choose 72 views to calibrate, 
and the results are shown in Figure 3.  A point worth mentioning is that the 
recovered camera parameters do not point to a common center point, which explains 
why our previous assumption did not produce good results.  Figure 7(b) shows the 
improved results using the calibrated camera parameters. 

3.2 Model Reconstruction 

 
Figure 4: The concept of image-based visual hulls. 

3.2.1 Sampling 

After we get the camera information, we can start to reconstruct the 3D model 
using the silhouette images.  We use the concept of shape-from-silhouette to 
construct the visual hull of the object.  After we get the hull, we can shoot a ray from 
every pixel of a desired view to get all the samples on the surface of the visual hull. 

In visual hull we have two kinds of view, namely the reference view and the 
desired view.  The desired view is the view where the visual hull is sampled, and the 



reference views are the input silhouette images.  First, we shoot a ray (L, the 
cerulean blue lines in Figure 4) from every pixel of desired view and project the line 
(L) onto the reference view (L’, the deep blue lines in Figure 4).  Second, we check 
and record the intersection of the lines with the silhouette on the reference image (the 
red part of L’ in Figure 4) and project these intersected parts back to the lines (L) to 
get the intersected lines in object space (the red part of L in Figure 4).  We calculate 
the intersection with silhouette for every reference image.  Finally, the endpoints of 
red lines in object space represent the sample points on the visual hull. 

There is a problem about undersampling at the thin features of model, such as the 
limb of the insect that forms a loop on the Jadeite Cabbage (Figure 10).  It happens 
especially when the surface of the object is nearly orthogonal to the desired image. 
Therefore, we sample the object from three directions (top, front, right directions) to 
form a layer-depth cube (LDC) [14] so that we have sufficient information to 
reconstruct the model in the next step.  This could produce a lot of dense points on 
the surface of the model.  In the case of Jadeite Cabbage, we get 25,590,758 sample 
points 

3.2.2 Triangulation 

The visual hull we obtain in the previous step contains sample points on the 
surfaces.  The next step is to construct a triangle mesh from them.  There are at 
least two methods to build the triangle mesh: surface reconstruction and function 
reconstruction.  The function reconstruction method is to use a function to represent 
the mesh, and to minimize the difference between the surface and the sample points. 
The surface reconstruction method is to connect the sample points directly.  In this 
work, the function reconstruction method is not suitable.  It is because our sample 
method has similar sample rate at every part of surface.  If we apply the method of 
function reconstruction, a problem may occur at the thin features of the model.  
Those thin features do not have enough information to make the function converge, 
which cause a swelling at those parts.  Since we have densely sampled points and we 
know all the sample points are on the surface of the model without significant noise, 
we choose the surface reconstruction method to triangulate the mesh.  What we use 
is the “Power Crust” method in [3].  A mesh we constructed is shown in Figure 5. 

3.3 Rendering 

Once we obtain the 3D mesh, we may combine it with the input photographs to 
form the surface light fields [15] and to produce view-dependent texturing and 
shading effects.  For the rendering, we use the Light Field Mapping (LFM) method 
which can render the surface light fields in real time [6]. 



 
Figure 5: Triangulated mesh. 

 
During preprocessing, the LFM compresses the surface light field data to a 

compact representation.  In the original LFM work, a more precise 3D mesh is 
constructed using a structured-light based method.  Here, we use the approximating 
visual hulls instead. 

Because the LFM uses graphics hardware to accelerate its rendering, it inevitably 
limits the complexity of the 3D mesh because each triangle of the mesh requires 
associated surface map and view map to be loaded to texture memory.  Currently, a 
typical graphics card contains up to 256MB of video memory and supports maximum 
texture size of 4096 by 4096.  This limits our 3D mesh to about 9000 triangles.  We 
use polygon simplification methods such as the QSIM [13] to reduce number of 
triangles in the 3D mesh.  Figure 6 shows an example. 

 
 

 
Figure 6: The triangle meshes before and after simplification.  



4 Results 

The results of three datasets, Teapot, Vase, and Jadeite Cabbage, are shown in the 
following. The teapot and the vase data are captured with a handheld camera.  The 
Jadeite Cabbage is from an existing QuickTime VR object movie. 

 
Teapot (Figure ): 

The Teapot has more features in its shape which is a good test for the visual hulls. 
It uses a 3000-triangles mesh and 72 pictures. The size of the resulting LFM data is 
about 22MB.  The frame rate during rendering is about 60 frames per second in 
the resolution of 756 x 406.  Figure  shows 3 novel views of the Teapot. 
 

Vase (Figure 9): 
The Vase has a simpler shape than the Teapot, but has more glossy and textured 
surfaces which are good tests for light field mapping.  It uses a 1000-triangles 
mesh and 27 pictures. The LFM data size is about 10.9MB.  The frame rate is 
about 60 frames per second in the resolution of 756 x 406. 
 

Jadeite Cabbage (Figure 10): 
We use 72 pictures and a 9000-triangles mesh to render the “Jadeite Cabbage with 
Insects” from an existing QTVR dataset.  The frame rate is about 20 frames per 
second in the resolution of 756 x 406.  Figure 10 also compares the results with 
the source images. 

 
When we use a hand-held camera to capture input images, it takes about 30 

minutes to complete a set of about 30 views. We used a tripod and a cable release to 
avoid camera vibration, which also reduces the capture time and improves the results. 

 
All three datasets contain some specular highlight effects. In particular, when we 

capture the Vase, there are some fluorescent lights on the ceiling rigs. The specular 
highlight caused by those lights and the glossy vase surface changes with the view 
clearly. 
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Figure 7: (a) 3D mesh reconstructed from roughly estimated camera information as 
described in Section 3.1.2.  (b) 3D mesh reconstructed from more accurate camera 
information using the method in [7]. 

 

 
Figure 8: The Teapot -- the results of a ceramic teapot captured by a hand-held 
camera. 



 
Figure 9: The Vase -- the results from a painted china vase. 

 
Figure 10: Jadeite Cabbage with Insects -- (Left) The rendering synthesized by our 
system.  (Middle) The original pictures from the QuickTime VR data.  (Right) The 
rendering with a close-up view. 



 
Figure 11: The inputs for camera self-calibration. 

 
Figure 12: The input photographs which contain markers for calculating camera 
extrinsic parameters. 
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