(CS5321 Numerical Optimization Homework 2

Due March 25

. (15%) Prove that @’b = ||d|||b]| cos(6) for @b € R™ and 6 is the angle between @ and
b. (Hint: Let €= @ — b, and use the relation of ||@||, ||b]], |¢]| in a triangle to derive the

result.)

(@—b)"(@—b)=a‘a—2a"b+b"b=|a*>—2a"b+ b2 (1)

From geometry viewpoint, as shown in the figure, we have

(a) [lall = pr, [[bll = g ||€]] = Tq.
(b) By the Pythagorean theorem, pr? = 7s* + ps? and 7¢*> = 75> + g5°.

(c¢) By the trigonometric relations, 7s = ||@|| sin @ and ps = ||d@|| cosf. As the result,

75 = bl =

||@|| cos 6.

From those relations, we have
||| sin* 0 = [|@]|* — ||a]|* cos? & = ||€l|* — ([|b]| — ||| cos 6)*.
Therefore, |72 = || — 2/|][|[5]| cos ¢ + ||b]|*.

¢  Comparing it to (1), we have a’b = ||@||||b]| cos 0.

iy (@y) #(0,0)

(1 i f i = oty . Sh hat i ial
(15%) Consider a function f(z,y) { 0 (z.) = (0.0) Show that its partia

derivatives %L

at (0,0).

D(f,[1,1]) = lim

of

exist at (0,0), but the directional derivative D(f,[1,1]) # % + g—?’;
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This example shows a counter example of D(f,p) # VfTp, because f is singular at

(0,0).



3. (20%) Compute the LDL decomposition of the matrix

0123
1 2 2 2
A= 2 2 3 3
3 2 3 4

(Hint: Use pivoting to stablize the computation, and put the pivotings into a permu-
tation matrix P, such that PAPT = LDLT.)

First, we do the pivoting. Since the largest diagonal element is 4, we pivot (1,4). The
permutation matrix is

0 0 01

01 00

P= 0O 010

1 0 0 0

And let

4 2 3 3 ai; Qi Q13 Q14
2 2 21 a a a a
0) — T _ T _ _ 21 Q22 Q23 Q24
A PAP (PA)P 3 2 3 2 a3y (32 (33 A34
31 20 (g1 Qg2 (43 Q4

We want to have PAPT = A©) = LDLT. Let

1 0 0 O do 0 0 0

|l 4 10 0 B 0 do 0 0
L= U3y l39 1 0 |7 D= 0 0 ds O
ly g iz 1 0O 0 0 dy

The Algorithm 3.4 in the lecture note page 53 gives a systematic method to perform
the LDL decomposition

1. Forj=1,2,...,n

7j—1
2. Cjj = Qj5 — ZdS£§S
s=1
dj = cjj
4. Fori=353+4+1,....n
7j—1
5. Cij = aij — Z dsgisgjs
s=1
6. fij = Cij/dj




So, follow the steps. For j =1, dy = ¢;1 = a1 (step 2 and step 3), and
621 = agl/dl = .5,631 = a31/d1 = .75,641 = CL41/d1 = 75, (step 4,5,6)
For j =2, dy = 99 = a9y — dif3, = 2 — 4 x .52 =1 (step 2,3). Step 4,5,6 give

C3a = Q32 — d1€31€21 = 2—4x.75x.5 = b — 632 = 632/d2 =.5
Cig = g —dilylyy = 1—4x.T75x.5 = —5 — ly=cp/d=—5

For j = 37 d3 = C33 = 433 — d1€§1 — d2€§2 =3—-4x 752 —1x .52 =.5 (step 2,3)
Step 4,5,6 give
Cq3 = Q43 — d1£41€31 — d2£42€32 =2—4x.75x.75—1x.5X% (—5) = 0,

Therefore,
lyg = cq3/ds = 0.

For j = 4, step 2 and step 3 give

d4 = Cy4 = Qyqq — dlgil — d2€i2 — dgf?m

= 0-4x.75"—1x(=5)*—.5x0"=-25

The final answer is

1 0 00 40 0 O 0001
H 1 00 01 0 0 0100
L= a5 5 10 D= 00 5 0 b= 0010
75 =5 01 00 0 =25 1 000

. (50%) Let f(z,y) = 22+ 2y®. This is a positive definite quadratic with minimizer at
(", y*) = (0,0).

(a) Derive the gradient g and the Hessian H of f.

(b) Write Matlab codes to implement the steepest descent method and Newton’s
method with Zy = (9,1), and compare their convergent results. The formula of
the steepest descent method is

T =
k+1 — &k — Sp S Yk
G, Hi G

and the formula of Newton’s method is

- — —1=
Tp41 = Tk — Hk Gk,

where gy = ¢(Z%) and Hy, = H(Z}).

(c) Draw the trace of {Zx} for the steepest descent method and Newton’s method.
Figure 1 gives an example code for trace drawing.



function draw_trace()

% draw the contour of the function z = (x*x+9*yxy)/2;
step = 0.1;

X = 0O:step:9;

Y = -1:step:1;

n = size(X,2);
m = size(Y,2);

Z = zeros(m,n);
for i = 1:n
for j = 1:m
z(j,1) = £(X(1),Y(G));
end
end

contour (X,Y,Z,100)
% plot the trace

%  You can record the trace of your results and use the following
% code to plot the trace.

xk = [988776655443322];

yk=[.6 .6 -5-.5.5.56-.5-.6.5.5-.56-5.5.5-.5];
hold on; % this is important!! This will overlap your plots.
plot(xk,yk,’-’,’LineWidth’,3);

hold off;

% function definition
function z = f(x,y)
z = (x*x+9%y*y)/2;
end
end
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Figure 1: Function contour and a trace of (xk,yk).




