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Abstract — As both the number of processors and the complexity of problems to be solved increase, programming distributed memory multiprocessors becomes difficult and error-prone. In a distributed memory multiprocessor, the program partitioning and scheduling play an important role for the performance of a parallel program. However, how to find the best program partitioning and scheduling so that the best performance of a parallel program on a distributed memory multiprocessor can be achieved is not an easy task. In this paper, we propose a parallel programming tool, PPT, to aid the programmers to find the best program partitioning and scheduling and automatically generate the parallel code for the single program multiple data (SPMD) model on a distributed memory multiprocessor.

1. Introduction

Many commercial distributed memory multiprocessors have been introduced, such as NCUBE-2 [3] and the Connection Machine 5 (CM-5) [6]. However, it is not an easy task to design a parallel program for a distributed memory multiprocessor. The choice of the execution model, partitioning a problem into processes, grouping these processes into tasks, assignment of each task to a processor and insertion of synchronization primitives for proper execution [7] have to be performed (manually or automatically). In this paper, we present a parallel programming tool, PPT, for the SPMD model on a distributed memory multiprocessor. The goal of PPT is to aid programmers to design a parallel program that can be run on a distributed memory multiprocessor efficiently (balanced load and low communication cost).

2. PPT

The outline of PPT is shown in Figure 1. PPT has six components: a program partitioning and DAG generator, a DAG analyzer, a scheduler, a communication analyzer, a code generator, and a performance evaluator.

The Program Partitioning and the DAG Generator:
To run a program on a distributed memory multiprocessor, the program must be partitioned into tasks. The purpose of the program partitioning is to determine the grain size of tasks such that the best performance of the program on a distributed memory multiprocessor can be achieved. In general, the finer the grain size, the higher the parallelism. However, if a very fine grain partitioning is used, the communication overhead due to sending data from one processor to other processors may greatly increase the execution time of the program. If a coarse grain partitioning is used, a lot of parallelism available in the program may be lost. This would result in a low speedup. Therefore, it is important to balance the trade-off between the parallelism and grain size so that a better partitioning can be obtained.

Since PPT is designed for SPMD model, we prefer to use the modular programming style, in which a program is composed of a set of procedures called by the main program. There are three advantages by using the modular programming style:
1. The program is easy to design, maintain and debug.
2. The program partitioning is relatively easy to perform.
3. The DAG can easily be generated from the partitioned program (manually or automatically).

The programmer is required to partition a program into tasks. PPT provides a DAG generator for a programmer to generate the corresponding DAG of the partitioned program in a semi-automatic fashion. If the DAG has a regular structure, the programmer may write a DAG generator to generate the DAG. The programmer is also responsible for the attribute table generation. The attribute table stores the information about the corresponding procedure that a task is associated with, the computation cost of each task, the communication cost between tasks, and the data that must be sent to other processors.

The DAG Analyzer: The DAG analyzer is responsible for the property analysis of a DAG. The properties of a DAG, such as the graph parallelism (the ratio of the total computation time of a DAG to the total computation time of tasks on the critical path of a DAG) [5] and the ratio of the average communication cost to the average computational cost (CCR) [2], have great effect on the make span of a scheduling algorithm and the
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Figure 1: The outline of PPT.
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number of processors that can be efficiently used for execution. For example, if the graph parallelism is equal to 4 and the CCR is less than 1, using the highest level first with estimated time (HLFET) scheduling algorithm [1] with 4 processors may produce a better makespan than using the HLFET scheduling algorithm with 8 processors. Therefore, it is important to study the relationships between the scheduling algorithms and the properties of DAGs. The simulation results show that the graph parallelism and CCR of a DAG are the most important properties that have a great effect on the makespan of a scheduling algorithm. Therefore, the DAG analyzer designed in this tool is responsible for the analysis of the graph parallelism and CCR of the DAG. From the values of the graph parallelism and CCR, the programmer can check if the partitioned program meets the requirement. If it does not, the programmer needs to change the partitioning until the desired partitioning is obtained.

The Scheduler: The scheduler is responsible for selecting a scheduling algorithm and the number of processors for execution (the scheduling algorithm and the number of processors selection can also be made by the programmer), scheduling the DAG on the target machine, and producing a (task, processor) table and the earliest start time table of tasks on processors. In the current development, PPT provides six list scheduling algorithms, the highest level first with estimated time (HLFET), HLFET-BTDH [2], HLFET/BTDH [2], the earlier task first (ETF) [4], ETF/BTDH [2], and ETF/BTDH [2]. HLFET is a list scheduling algorithm which does not consider the interprocessor communication overhead, while ETF is a list scheduling algorithm that takes the interprocessor communication overhead into account. HLFET-BTDH, HLFET/BTDH, ETF-BTDH, and ETF/BTDH are list scheduling algorithms that use a task duplication heuristic, BTDH, to optimize the makespan. For HLFET-BTDH (ETF-BTDH), BTDH is used as a pure optimization heuristic for HLFET (ETF). For HLFET/BTDH (ETF/BTDH), BTDH is used with HLFET (ETF) to form the ETF/BTDH algorithm. In [2], we have performed extensive simulation to study the relationships between the efficiency of different list scheduling algorithms and the properties of DAGs. A relationship table is constructed to describe the relationships between scheduling algorithms and the properties of DAGs. According to the output from the DAG analyzer, the scheduler consults the relationship table to find the best candidate scheduling algorithm and decide the number of processors for execution.

PPT allows the addition of a new scheduling algorithm to be added as a member of the list of scheduling algorithms. The only restriction is that the scheduling algorithm should perform scheduling and mapping simultaneously. This is true for nearly all variants of list scheduling algorithms. However, the clustering algorithms proposed in [7] does not fit into this category. Before a scheduling algorithm can be added as a member of scheduling algorithms of the scheduler, the performance evaluation simulator, which is provided by PPT, must be executed for the scheduling algorithm in order to obtain the relationship between the scheduling algorithm and the properties of DAGs.

The Communication Analyzer: The communication analyzer is responsible for detecting the redundant communications, removing the redundant communication, and creating a communication table, which will be used by the code generator. To detect and remove the redundant communications and create the communication table, the communication analyzer builds a task block table according to the (task, processor) table and the earliest start time table. In the task block table, some consecutive tasks on the same processor are labeled with the same block number if those consecutive tasks only the first and the last tasks must send or receive data from other processors. According to the labeled communication table, a new communication table is created and redundant communication is removed.

The Code Generator: The code generator is responsible for generating the corresponding procedure call for each task on processors and inserting the communication primitives. According to the task block table, the corresponding procedure calls for tasks on processors are generated by consulting the attribute table. The communication primitives are inserted according to the communication table. The information about the data that must be transferred to tasks on other processors is provided by the attribute table.

Since the syntax of the basic communication primitives are machine dependent, there is a need for a communication primitives insertion routine. In the current development, we provide two communication primitives insertion routines for NCUBE-2 and CM-5, respectively. One can potentially use syntax of commercial packages like EXPRESS to achieve portability. However, we do not use the communication primitives provided by these software in our tool. This is because the communication primitives provided by these software are implemented by using the communication primitives provided by the machines. The overhead is significant and will usually reduce the performance of a parallel program. For example, on NCUBE-2, the time to execute the communication primitives provided by EXPRESS, in general, is 20% more than the time to execute the communication primitives provided by NCUBE-2.

The Performance Evaluator: The performance evaluator is responsible for executing the generated parallel program on the target machine and reporting the execution time of the parallel program. If the programmer is not satisfied with the performance of the parallel program, it will provide information about the execution time of each processor; and the predicted (simulation) and real (experimental) speedups of the parallel program. It can also point out the bottleneck processors for the programmer.

Since many distributed memory multiprocessors, such as NCUBE-2 and CM-5, provide the execution profiler for the programmer to check the time spent in the various subroutines and functions on each processor, the programmer can use the information provided by the performance evaluator to make further refinement/modification of the program partitioning.
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