	Topic
	Minimum Spanning Tree

	Explanation
	Finding an MST (Minimum Spanning Tree) is an important graph problem. Many efficient algorithms are proposed. In this project, we study any one of the following algorithms: Prim’s algorithm, Kruskal’s algorithm, or Boruvka’s algorithm. Our target is to understand why they work, and how data structures can help us speed up the running time.

	Reference
	Wikipedia: Minimum spanning tree

Wikipedia: Prim's algorithm

Wikipedia: Kruskal's algorithm

Wikipedia: Boruvka’s algorithm

Textbook: Introduction to Algorithms (Chapter 23)


	Topic
	Skip Lists 

	Explanation
	We have studied BBST (Balanced Binary Search Tree) in the class which can support query and update in worst-case O(log n) time. Skip lists is a data structure that support query and update in average-case O(log n) time. Although it is no better than BBST in worst-case sense, it is very easy to implement. In this project, we study how skip lists work, and also understand its analysis.

	Reference
	Wikipedia: Skip list

Paper: Skip Lists: A Probabilistic Alternative to Balanced Trees, by W. Pugh


	Topic
	Splay Tree 

	Explanation
	Splay tree is a self-balancing binary search tree with the additional property that recently accessed elements can be quickly accessed again. Although a particular operation may be time-consuming, it can be shown that any sequence of m operations take O(m log n) time. In this project, we study how Splay Tree work, and also its analysis.

	Reference
	Wikipedia: Splay tree

Paper: Self-adjusting Binary Search Trees, by D. Sleator and R. Tarjan


	Topic
	Mergeable Heap

	Explanation
	We introduced the binary heap in class. It supports extract-min and insert in O(log n) time. However, if we have two binary heaps and want to merge them into one, it will take O(n) time in the worst case. Leftist tree and binomial heaps are two simple priority queues that support merge operation in O(log n) time. Study any one of them to see how they work, and also understand its analysis

	Reference
	Wikipedia: Leftist tree

Wikipedia: Binomial heap

Textbook: Introduction to Algorithms (Chapter 19)


	Topic
	External Sorting

	Explanation
	We have studied sorting problem in RAM model. In this project, we study the sorting problem in the external memory model. In particular, we study an algorithm that has optimal I/Os, see how it works, and also see why it is optimal.

	Reference
	Wikipedia: External sorting

Paper: Algorithms and Data Structures for External Memory, by J. S. Vitter


	Topic
	Huffman code

	Explanation
	Huffman coding is an optimal compression method that encodes each character of a text with variable length. Precisely, the more frequent a character occurs, the fewer number of bits we use to represent it. In the project, we study how Huffman coding is performed, and see why it is optimal. 

	Reference
	Wikipedia: Huffman Coding
Textbook: Introduction to Algorithms (Chapter 16)


	Topic
	Aho-Corasick Automaton

	Explanation
	Given a set of short patterns, we want to store them efficiently such that whenever a user provides us with a long text, we can quickly find out all the patterns that appear in the text, and also their locations. Aho and Corasick invented a data structure that allows optimal query time. In this project, we study how this data structure works, and also understand its analysis.

	Reference
	Wikipedia: Aho-Corasick String Matching Algorithm


	Topic
	Perfect Hashing

	Explanation
	When we have a static set S of integers chosen from a universe U, there always exists a hash function such that search can be answered in worst-case.O(1) time, instead of average-case. In the project, we study why this is true, and also how to construct such a hash function efficiently.

	Reference
	Wikipeida: Perfect Hashing
Textbook: Introduction to Algorithms (Chapter 11)


	Topic
	Range Tree

	Explanation
	A range tree is an ordered tree data structure to hold a list of points. It allows all points within a given range to be efficiently retrieved, and is typically used in two or higher dimensions. In this project, we study range tree in the 2D case, see how it works, and also understand its analysis.

	Reference
	Wikipedia: Range Tree


