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Abstract

In a personal communications service (PCS) network, mobility databases called visitor location
registers (VLRs) are utilized to temporarily store the subscription data and the location information
for the roaming users. Because of user mobility, it is possible that the VLR is full when a mobile
user arrives. Under such a circumstance, the incoming user has no VLR record and thus cannot
receive PCS services. This issue is called VLR overflow. To resolve the VLR overflow problem, a
VLR record can be selected for replacement when the VLR is full and then the reclaimed storage
is used to hold the record of the requesting user. This paper considers the most-idle replacement
policy to provide services to mobile users without VLR records. In this policy, the record with
the longest idle time is selected for replacement. We propose an analytic model to investigate
the performance of this replacement policy. The analytic results are validated against simulation

experiments. The results indicate that our approach effectively resolves the VLR overflow problem.

Keywords: database overflow, mobility management, personal communications service, visitor

location register.

1 Introduction

Advancing in wireless communication technologies allows personal communications service (PCS)

network to provide flexible broadband telecommunication services to users with mobility. Through
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roaming agreement, mobile users can visit various PCS networks and receive services in the vis-
ited network. To support user mobility, PCS networks adopt a two-level database architecture that
consists of two types of databases: Home Location Register (HLR) and Visitor Location Register
(VLR). This architecture was proposed in 2G mobile networks [10], and has been followed by the
3G UMTS specifications [1]. In this architecture, when a user subscribes to the services of a PCS
operator (called the home system of the user), a record is created in the operator’s HLR. The record
stores the user’s subscription data as well as location information. A VLR of a PCS network tem-
porarily stores the subscription data and the location information for the users currently residing in
the visited PCS network. The VLR is associated with one or more mobile switches. When a call

arrives to a visiting user, the VLR is queried to retrieve necessary information to set up the call.

A PCS network is partitioned into several location areas. Every VLR controls some of the location
areas. When a mobile station (MS) moves to a new location area, it informs the visited VLR and
the HLR of the new location. This procedure is referred to as registration and is described in the

following steps:

Step 1.1. When an MS moves from a VLR to another VLR, the MS sends a registration message to
the new VLR. The new VLR then contacts with the HLR to update the location information
of the MS.

Step 1.2. If the location update operation is successful, the HLR sends an acknowledgment to the
new VLR. This message includes the subscription information of the MS. The VLR creates
a record for the MS to store the subscription information received from the HLR, and sends

an acknowledgment to inform the MS of the successful registration.

To originate a call from a mobile user, the following steps are performed:

Step 2.1. The dialed telephone number of called party is sent to mobile switch through radio

interface.

Step 2.2. When the mobile switch receives the call setup message, it analyzes the request and

consults the VLR to check whether the call can be accepted.

Step 2.3. If the call request is accepted, the mobile switch sets up the voice connection to the

called party.



To deliver a call to a mobile user in a PCS network, the following steps are performed:

Step 3.1. Someone dials the telephone number of a mobile user. The call request is forwarded to

a gateway mobile switch.

Step 3.2. The gateway mobile switch asks the HLR for routing information. The HLR then queries

the corresponding VLR to obtain a routable address.

Step 3.3. The VLR searches the mobile user’s record. Based on the location information, the VLR

generates the routable address and sends it back to the gateway mobile switch.

Step 3.4. The gateway mobile switch then sets up the voice connection to the serving mobile
switch. The serving mobile switch pages the MS in the location area indicated by the VLR.
Finally, the call path to the MS is established.

Details of mobility management and call setup procedures can be found in [2, 10, 12].

Since a VLR provides services to visiting users from various PCS networks, the number of records
in a VLR changes dynamically. Furthermore, a VLR may overflow if the number of visiting users
is larger than the capacity of the VLR. If the VLR is full when a mobile user arrives, the user
cannot register using the standard registration procedure and thus cannot receive PCS services. In
this case, the VLR is overflow, and the incoming users (who cannot receive services) are referred

to as the overflow users.

To resolve the VLR overflow issue, we proposed a scheme in [8], which modifies registration,

mobile call origination and mobile call delivery procedures as follows:

Modified Registration. If the VLR is full at Step 1.2 for an incoming user u, a record is selected
for replacement. The selected record is deleted, and its storage is then used to store u’s infor-
mation. In this case, the user of the replaced record becomes an overflow user. Alternatively,

user v may be considered as the overflow user, and no record replacement is required.

Modified Mobile Call Origination. When an overflow user u attempts to make a call, the VLR
cannot find the corresponding record at Step 2.2 and declines the call request. The MS
performs an overflow registration operation to create a record for u. (Note that, in this
registration, the user v cannot be selected as the overflow user.) The MS then resends the

call request, and the normal call origination procedure is executed to set up the call.
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Modified Mobile Call Delivery. When an incoming call arrives to an overflow user u, the HLR
identifies that u is an overflow user and queries the VLR to obtain the routing information at
Step 3.2. The query message includes the user profile of u. Through a replacement at Step
3.3, the VLR creates a record for u to store the received user profile from the HLR. The VLR
also generates a routable address of u and sends it back to the HLR at Step 3.3.

As indicated in the modified procedures, for an overflow user, the call setup procedures are more
expensive than that for a normal mobile call setup. Therefore, it is desirable to reduce the possibil-
ity of overflow call setup. In [8], we proposed the random replacement policy where each record in
the VLR is selected for replacement with the same probability. We observed that this policy is only
suitable for an environment where the mobile users have relatively low call activities. Consider a
mobile network with high and low call activity users. If the VLR is fully occupied by low call
activity users, then the telephone circuits may be idle while the high call activity users (who need
to make calls) are blocked because they cannot register into the VLR. Thus, replacing low call
activity users by high call activity users will improve the utilization of the switch. In [9], we pro-
posed the inactive replacement policy to reduce the overflow call setups in a VLR area where the
call activities of visiting users vary significantly. In this policy, a period called inactive threshold
is used to check if a user is not active. If a user has no call activity during the inactive threshold,
then he/she is considered inactive and the VLR record can be selected for replacement. The inac-
tive replacement policy attempts to select users with low call activities for replacement. Based on
the same philosophy, this paper proposes the most-idle replacement policy. In this policy, when a
replacement request arrives due to overflow registration or overflow call setup, the VLR record of
the user who does not have call activities for the longest period (i.e., the most-idle user) is selected
for replacement. We develop analytic and simulation models to investigate the performance of this
policy, and compare it with the previously proposed approaches. Our study indicates that good

performance can be achieved by the most-idle replacement policy.

2 Analytic Model for Most-Idle Replacement Policy

This section describes the analytic model for the most-idle replacement policy. We assume that
there are two classes of mobile users where class 1 users have low call activities and class 2 users

have high call activities. Our model can be easily extended for the case where there are more than
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Figure 1: The system diagram in equilibrium

two classes of users. The details are omitted. The following assumptions are used in the model.

e The class 1 and class 2 user arrivals to a VLR area are Poisson processes [15] with rates A, ;

and A, 2, respectively.

e The call arrivals of class 1 and class 2 users are Poisson processes with rates A ; and A,

respectively. From the definitions of high and low call activities, we have A2 > A, .

e The VLR residence time distributions for both classes are the same, which have a general

distribution with distribution function F},,(+), mean 1/),, and variance V},.

The Poisson assumptions on user arrivals and call arrivals can be easily relaxed to accommodate
general distributions in our simulation experiments. Based on the above assumptions, we are
interested in the probability Py, that after an overflow registration or call setup, the user of the
replaced record does not have any call activity before he/she leaves the VLR. Probability Py, is

derived as follows.

The users in a VLR area can be divided into two groups (see Figure 1): the V' LR group, and the
Ower flow group. The users in the V' LR group have records in the VLR database, while those in

the Over flow group do not. The notations used in Figure 1 are explained as follows:

e Random variables N; and N, are the numbers of users in the V' LR and Over flow groups

when the system is in equilibrium.

e Random variable N is the number of users residing in the VLR area in the steady state, i.e.,

N:N1+N2.



e p (q) is the long term proportion of class 1 (class 2) users in the V LR group. We have
p+qg=1.

® 1, (o) is the long term proportion of class 1 (class 2) users in the Over flow group. We have

P2+ g =1

e Random variable K (K5) is the number of class 1 (class 2) users residing in the VLR area

(either in the V LR or the Over flow groups) when the system is in equilibrium.

e p; (q1) 1s the long term proportion that a class 1 (class 2) user is selected for replacement

when a replacement request arrives. We have p; + ¢; = 1.

In Appendix A, we show that N, Ny, N,, K; and K> can be regarded as constants when the system

reaches the steady state. In particular, we have (see (32) and (35))

)\u1+)\u2 )\u1+)\u2 )\ul )\u2
— = Ny ~L, Ny~ —— = [ K~ Ky~ —
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where L is the size of the VLR database.
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Since the input flow must be equal to the output flow for class 1 and class 2 users in the VLR

group when the system is in equilibrium, we have the following two balance equations:

Aui = A1t +P2Noder = DN1 A + a(Au1 + Au2)D1 )

A2 = Auo2 4+ ©Nodeo = qN1 Ay, + a(My1 + Au2)a 3)

where a is the probability that an incoming user finds the VLR database full, and \,; (\,2) is the
arrival rate of class 1 (class 2) users to the VLR database. In equation (z) (+ =2,3), the input flow
includes the arrivals of class 7 users from other VLR areas (i.e., A, ;) and those from the Over flow
group due to call setups (i.e., poNo A, ; for class 1 users and g N2 A 2 for class 2 users). On the other
hand, the output flow includes the departures of class i users to other VLR areas (i.e., pN A, for
class 1 users and ¢ /Ny A\, for class 2 users) and those joining in the Over flow group due to record
replacement. The record replacements occur when the arrivals (i.e., A, ; + A, ) find that the VLR
database is full. Thus, the departure rates of class 1 and class 2 users due to record replacements

are a(Ay1 + Ay 2)p1 and a(X, 1 + Ay 2)qi, respectively.

From (2) and (3), we obtain
4)
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From (4), equations (2) and (3) can be combined as follows:

()\u,l + Au,?)pl (5)

Aui +p2NoAe1 = pNiA, + (1 -

where m + E = A1 T P2NoAcs + A2 + @ No Ao,

For class 1 users, the input flow to a VLR area (i.e., A, ;) must be equal to the output flow from

that VLR area (i.e., pN1 A\, + p2NoA,,). Thus, we have another balance equation

)\u,l = le)\m + p2N2)\m (6)

To proceed with the derivation of P, we need to introduce the concept of quantile [13]. The gth
quantile of a random variable X or of its corresponding distribution is denoted by ¢, and is defined
as the smallest number ( satisfying F'x ({) > ¢. For example, the median of a random variable X

is the .5th quantile and is denoted by ( 5.

Consider the timing diagrams in Figure 2. Suppose that a mobile user u; of class 7 enters the VLR
at time ¢y and a replacement request occurs at time ¢;. Assume that the last call of u; before ¢,
arrived at time #,. Let t,,; = t; — o and f.; = t; — . Since the replacement request stream
is a Poisson process, the request occurring at ¢ is a random observer. Thus, from the excess life

theorem [15], ¢,, ; has the density function
Tm,i(tm,i) — )\m[l - Fm(tm,i)] (7)

where F,(-) is the distribution function of VLR residence time. Similarly, by the excess life

theorem, ¢, ; has the density function

Tc’i(tcai) = )\C,i[l - Fc,i(tc,i)] = )\ciei/\c’itc’i (8)

]
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where F, ;(-) is the distribution function of inter-call arrival time of class ¢ users, which is exponen-
tial with rate A\, ;. Let Z; be the idle time of u; seen by the replacement request at ¢;. If ¢,,, ; < ?.;
((a) in Figure 2), then Z; is t,,, ;. Otherwise, if ¢,,, ; > t.; ((b) in Figure 2), then Z; is t. ;. Therefore,
we have

Zi = min(tm,i, tc,z’) (9)

Let p (¢) be the long term proportion of class 1 (class 2) users in the VLR group to all class 1

(class 2) users in the VLR area, then we have

Nip _ AmNip and 7= Niq _ AmN1q (10)

Kl )\u,l KQ )\u,2

]_):

Since the idle time of users in the Over flow group must be longer than all users in the VLR
group, the pth quantile C;—El) of Z; represents the longest idle time of those class 1 users inthe V LR

group, and F'z, (Cg)) = p. Similarly, the gth quantile CE(Q) of Z, represents the longest idle time of

P
those class 2 users in the V LR group, and F, (Cg)) = q. Thus, C;) of Z; must equal or at least
approximate CE(Q) of Z, when the system is in equilibrium. Otherwise, for example, C;) > Cﬁz),
then class 1 users would be selected for replacements for a long consecutive period (i.e., class 1
users will be replaced consecutively of order /V times) and the system will not stay at stable state

anymore. Based on the above discussion,

G =7 (11)

‘We consider two cases for (11):

Case 1. The VLR residence time is exponentially distributed with rate \,,,.

Case 2. The VLR residence time is lognormally [5, 13] distributed with mean 1/}, = e"*+37% and
variance V,, = e2t27° — ¢24t9” where 1 is the alternative parameter and o is the shape
parameter. The lognormal distribution is selected because it can be used to approximate

many other distributions as well as measured data [4, 6].

For exponentially distributed VLR residence time, we have density functions for Z; and 7, as

follows:

le (21) — ()\c,l + )\m)e_()\c,l-i-)\m)m (12)
fZ2 (22) = ()\072 + )\m)e*(/\c,2+/\m)z2 (13)
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From (12) and (13), we have

From (11) and (14)

1 Y =
_ ()\c’l - )\m> In(1 —p) = ()\0,2 " )\m> In(1 —79q) (15)

We can use numerical method (e.g., Newton-Raphson algorithm [11]) to solve p from (15), and

then we can solve ps by (6). Finally, we can solve p; by (5).

. . . . . 1.2 . 2 2
For lognormally distributed VLR residence time with mean e#"27" and variance e?#120" — ¢2#F0"

the distribution function is

R R B

where ®(-) is the standard normal distribution function. From (7)

P (u—ln tm,i )

rm,i(tm,i) - )\m[l - Fm(tm,z)] — 6“+§g2 (17)
From (9), we have
Pr(Zy > z) = Pr(ty, > 2) - Pr(tcs > 2)
[ (tn2)
= e*/\c,1Z/z W] dx (18)
Pr(Zy > z) = Pr(tpa > 2) - Pr(tes > 2)
o [@ (1lnr)
= e*/\c,QZ/Z W] dx (19)
Substitute C;—El) and CE(Q) for z’s in (18) and (19), respectively,
B —Inx ]
1 _ AN ® (£ o
Pr(Z, > =1-p=e¢ ' /49 % dx (20)
. 'q) p—Inz \ 7
@) _ 1w He2? ( o )
PI'(ZQ><E)—1—(]—€ /gﬁz) W dx (21)




where

P

o
Jio

I3

where

P

o 1 (n—Iny)”
A = / L _lp—Iny)
o () o [ o

_ /°° L Y e (p—2)?
¢t 2mo 202

— /OO ! exp ——(Z_’M_JQ)Q exp —’MQ_(
yasy 2mo 202

1 +0% —Ing)
= exp(,u+—02><1>(u o —Ing

2

From (20), (22) and (23)

o

In ¢V )

_ A—CIS)@ (/L—

ex
2o

o

202

b l_(u—lny)Ql ay

202

|

] e’dz (letz =Iny)

(1 —Iny)?

202

2
y) ] dxdy

o0 —1 o ry 1 —1
/mq)(u nx>d‘r - /(1)/(1)( )eXP[_(M ;
fas o & e \yv2ro
e
(y G )ex
yv2ano

_ w [~
= A= [

Jo

©w—

202

1-p = |@ prot Gl G
o exp (4 +

From (11), (21), (22) and (23)

M
1-7 = [@ (“+02_1“Cﬁ )_
g

From (10), we have

¢V

502)] ' (

/L_lng;—;

pr (u +

50-2)] q’(

(1)
=)
o

(1)

It
o

2 22 4
p* 4 2uo* + o) &

*)\c,lgél)

_)\0,24%1)

)\u,l(l - 1_9) + )\u,2(1 - q) = )‘u,l + )\u,2 — ANt = AN = ANt = ANy

Combining (24), (25) and (26), we yield

o

2_1 Sl)
AN, = [q> (,u—ira n G

)l

(1) (1)
el Aol
(Au,le T Auge )

10

-

W+ %02)

°f

1 —In Cél)
o

)|

(22)

(23)

(24)

(25)

(26)

(27)



(a) (b)

- -
- L - L

-
-

-
-

time time
> >

t t t t

0 1 2 0 2 1
| |
Alreplacementlrequest Alreplacementlrequest
arrivesiandCthelrecord arrivesiandCthelrecord
forltheluserfisiselectedifor  Afcalliarrives Theluserleaves forltheluserfisiselectedifor ~Thelusertleaves Alcalllarrives
replacement toltheluser thelVLR replacement thelVLR toltheluser

Figure 3: Timing diagram II

Therefore, we can use numerical method to solve Cél) from (27), and then, we can solve p by (24)

and p, by (6). Finally, we can solve p; by (5).

After p, is obtained, we can compute P, as follows. Consider the timing diagrams in Figure 3.
Suppose that a replacement request arrives at time ¢, and the record for a mobile user u; of class ¢
is selected for replacement. Moreover, assume that the next call of u; after £, arrives at time ¢, and
u; leaves the VLR at time ¢,. Let t, =t —to and i = t2 — to. From the excess life theorem,
ty,; and t ; have the density functions 7, ;(t;, ;) and 7;(t; ;), respectively, where

Tm,i(tm) = Am[1 = Fon(t5, )] (28)

*

reilte) = Aeall = Foi(th)] = Aggeotes

Let p3 ; be the probability that u; will not make or receive calls before he/she leaves the VLR (i.e.,
(b) in Figure 3). Then

D3 = Pr[t;kn,i <t’£,i]

00 00
= Tei(th )rmai(th, )dt: dtr.
Ct\%enn/ " Myt\"my c,t Y m,i

tx =0 Jt* =t* .

m,i c,t m,i

A .
_ (r) 11— 200)] 29)

where f7 (+) is the Laplace Transform of the VLR residence time distribution.

Since p; is the proportion of class 1 users out of being replaced users, Py;r can be computed as
follows:

Pyr =pips1 + (1 — p1)psa (30)
The analytic model for the random replacement policy is similar to (but much simpler than) the
most-idle replacement model. The reader is referred to [9] for the details of the analytic model for

random replacement.
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3 Discrete Event Simulation Models

This section describes discrete event simulation models for random replacement (RR) policy and
the most-idle replacement (MR) policy. Suppose that there are K classes of mobile users where
the user arrival rate of class ¢ users to a VLR area is A, ; and the call arrival rate of a class 7 user
is Ac;. As in the previous section, both user arrivals and call arrivals are assumed to be Poisson
processes. This assumption can easily be relaxed to accommodate general distributions in our
simulation experiments. The VLR residence time for class z users has a general distribution with

expected value 1/),, ; and variance V/, ;.

In our simulation models, three types of events are defined: User_Arrival (a user arrival to a VLR
area), Call_Arrival (a call arrival to a user), and User_Departure (a user departure from a VLR

area). The following attributes are defined for an event:

Type attribute indicates the type of an event.

Class attribute indicates the class type (in terms of call activities) of the user.

Timestamp (ts) attribute indicates the time when the event occurs.

Departure_time (dt) attribute indicates the time when the associated user leaves the VLR.

Record_pointer (rp) attribute points to the VLR record of the associated user. Details of the VLR

records will be elaborated later.

The output measures of the simulations are:

1. N,: the number of users that have been replaced

2. N,.: the number of users that have been replaced and after replacement these users

have call activities before they leave the VLR area

The above output measures are used to compute Prp (in the random replacement model) and Py,
(in the most-idle replacement model) that after an overflow registration or call setup, the user of the
replaced record does not have any call activity before he/she leaves the VLR. These probabilities

are computed as
N, r N, re

PRR(OT PMR) = N

12
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Figure 4: Data structures used in the RR simulation model

3.1 The RR Simulation Model

Figure 4 shows the data structures used in the simulation model for the random replacement (RR)
policy. In this simulation model, we maintain a doubly linked list VLR list to represent the VLR
database. A VLR list contains a free record pointer (frp) and L record objects, where L is the
VLR size. The free record pointer (frp) points to the first free record in the VLR list. If there
is no free record (i.e., the VLR database is full), then frp = NULL. Each record object has three
pointers: event pointer (ep) points to the event object whose associated user is currently using this
record object, and the other two pointers are used to maintain the doubly linked list. Initially, frp

points to the head record in the VLR list.

As illustrated in Figure 4, for an event e, if the corresponding user is not overflow, then e.rp points
to a record r in the VLR list, and r.ep points to e. That is, e and r point to each other if and only
if the corresponding user is not overflow. On the other hand, an event of an overflow user has no
associated record object in the VLR list. The rp attribute of this event is set to NULL (e.g., event
e2 in Figure 4).

When a User_Arrival event occurs, a free record (which is pointed to by frp) in the VLR list is al-
located for this event. If frp=NULL, the overflow situation occurs and a VLR record replacement

is required.

The flowchart for the RR simulation model is given in Figure 5. The events are inserted into an

event list, and are deleted/processed from the event list in the non-decreasing timestamp order. A

13



simulation clock is maintained to indicate the progress of the simulation. The clock value is the
timestamp of the event being processed. In each simulation run, N, = 1,000,000 incoming users
are simulated to ensure that the simulation results are stable. In Figure 5, Steps 1 and 2 initialize
Ny, N, and N, to 0, and generate a User_Arrival event for each user class. The next event e is

deleted from the event list at Step 3, and is processed based on its type at Step 4.

User_Arrival: If N4 = 1,000,000 at Step 5, then the simulation terminates, and the performance
measure Pgp is computed at Step 22. Otherwise, [V 4 is incremented by 1 at Step 6. At Step
7, the departure time of the arrival user  is calculated according to the VLR residence time
distribution and is saved in e.dt. The user departure time e.dt will be used to determine if the
next event for user u is a Call_Arrival event or a User_Departure event. At Step 8, the next
User_Arrival event €’ of class e.Class is generated according to the inter-user arrival time
distribution. Step 9 checks if the VLR database is full when the new user arrives. If the frp
value in the VLR list is not NULL (i.e., the VLR is not full) at Step 9, the following tasks

are executed at Step 12:

1. The free record r pointed to by frp is allocated for the user u, and frp points to the

next free record.

2. Sete.rp=rand r.ep = e.
On the other hand, if the VLR is full at Step 9, then /N, is incremented by 1 at Step 10, and
Step 11 is executed to randomly select a record r from VLR list for replacement. The tasks
in Step 11 are as follows:

1. Set r.ep.rp = NULL (i.e., the user of r becomes overflow).

2. Sete.rp=rand r.ep = e.
Step 13 calculates the next call arrival time ct for u according to the inter-call arrival time
distribution. Step 14 checks if the next event for u is a Call_Arrival event or User_Departure
event. If the next call arrival time calculated at Step 13 is less than the user departure time

(i.e., e.dt > ct), then e.T'ype is set to Call_Arrival at Step 16. Otherwise, e.T'ype is set to

User_Departure at Step 15. Finally, event e is inserted into the event list at Step 17.

Call_Arrival: Step 18 checks if the user of the call arrival is an overflow user. If e.rp # NULL,

then the process jumps to Step 13 to generate the next event for the user (from Step 13 to

14
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Figure 5: Simulation flowchart of the random replacement policy

15




Step 17). Otherwise (i.e., e.rp = NULL at Step 18), the user is overflow and Step 19 is
executed to increment V,.. by 1. After Step 19, Steps 9 - 17 are executed as described in the

User_Arrival case.

User_Departure: If e.rp = r # NULL, then record r is released and inserted at the tail of the
VLR list at Step 20. Finally, event e is deleted at Step 21.

3.2 The MR Simulation Model

The simulation model for the most-idle replacement (MR) policy is similar to the random replace-
ment model except for the processing of VLR record allocation. Like the RR simulation model,
we maintain a doubly linked list VLR list to keep the currently used records in the VLR database
(see Figure 6). The usage of this VLR list is different from that in the RR simulation model. The
VLR list consists of a counter (cn), a head pointer (hp), a tail pointer (¢p) and at most L record
objects, where L is the size of VLR database. The counter cn counts the number of record objects
in the VLR list. If en = L, then the VLR database is full. The head pointer (hp) points to the first
record in the VLR list. The tail pointer (¢p) points to the last record in the VLR list. The definition
of a record object and its relation with the corresponding event object are exactly the same as that

in the RR simulation model.

To simulate the MR policy, the record objects in the VLR list are ordered according to the idle time.
That is, the head record represents the most-idle user, and the tail record represents the least-idle
user. When a user u arrives at the VLR or a call activity of user u occurs, the VLR record for u is

moved to the tail of the VLR list.

When a User_Arrival event occurs, if cn # L, then a record object is generated and inserted at the
tail of the VLR list. Otherwise, the overflow situation occurs and the user corresponding to the
head record in the VLR list is selected for replacement. That is, the head record is used by v and

1s moved to the tail.

The flowchart for the MR simulation model is similar to that for the RR simulation model except

for the processing of the VLR list described above. The details are omitted.
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Figure 6: Data structures used in the MR simulation model

Table 1: The comparison between the analytic and simulation results

Exponential A\, = 0.2

)\c,l/)\m 10—3.0 10—2.6 10—2.2 10—1.8 10—1.4 10—1.0

Pryrr(Analytic) | 99.9001% | 99.7494% | 99.373% | 98.4398% | 96.1713% | 90.9091%

Py r(Simulation) | 99.8989% | 99.761% | 99.3769% | 98.4381% | 96.1722% | 90.8984%
Lognormal \,, = 0.2, V,,, = 1/)2,

)\c,l/)\m 1073.0 1072.6 1072.2 1071.8 1071.4 1071.0

Pyrr(Analytic) 99.9% | 99.7496% | 99.3744% | 98.4478% | 96.2153% | 91.1256%

Pyr(Simulation) | 99.9113% | 99.7931% | 99.4676% | 98.6732% | 96.7% 92.1765%

3.3 Validation of Analytic Analysis and Simulation

The analytic model has been validated against the simulation experiments. Table 1 compares the
analytic and simulation results, where A\; 2 = 50\, and A, 1 = A, 2 = 1000),,. The table indicates
that for exponential VLR residence time with \,, = 0.2, the error rate is less than 0.02%. For
lognormal VLR residence time with A, = 0.2 and V;,, = 1/ )\fn, the error rate is less than 1.2%. It

is clear that the analytic analysis is consistent with the simulation results.
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Figure 7: Effects of % on Pyr (Aep = 0.1, Az = 90A,, Ay = Ay 2 = 1000A,,)

4 Numerical Results

This section investigates the performance of the overflow record replacement policies. In the nu-
merical examples, the VLR residence time distributions for both classes are the same, which have
a Gamma distribution with mean 1/, and variance V;,,. In most experiments, we assume that the
total user arrival rate A, (i.e., A, + Ay 2) to a VLR area is a fixed value 2000),,,. Figure 7 plots
Pk as functions of % where A\.1 = 0.1\, A2 = 50A,, and A, 1 = Ay 2 = 1000A,,. This figure
shows that, for a fixed % Py r values are the same for various sizes of the VLR database. Thus, in
the remainder of this section, we only consider L = 1500. Same results can be obtained for larger

database sizes with the same % ratio.

Effects of the replacement policies. Figures 8 - 12 show that the most-idle replacement policy
significantly outperforms the random replacement policy in most cases. Define

)‘u,l
)‘u,l + )\u,2

Both policies have similar performance when ), ; is very small (e.g., # = 0.1 in Figure 11)
and the overflow situation is very serious. In such a circumstance, there are only a small

number of class 1 users in the VLR area. Under serious overflow situation, it is likely that all
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Figure 8: Effects of variance V},, on Prg, Prr and Pyrr (Ac;i = 0.1A,,, Ac2 = 50, 6 = 0.5)

class 1 users have already become overflow users, and class 2 users (in the V' LR group) will
be selected for replacement in an overflow registration or call setup. As a result, small Pgp
and Py, are expected, which are insignificantly affected by the replacement algorithms. The
performance of the inactive replacement policy is between the most-idle and the random
replacement policies when V,,, is not large. For large V,,, the inactive replacement policy

may outperform the most-idle replacement policy as will be elaborated in Figure 8.

Effects of variance V,,,. Figure 8 plots Prp, Prr (for the inactive replacement policy) and Py,r
as functions of V,,, where \.; = 0.1\, Ac2 = 50, and 6 = 0.5. We note that both Prp

and P, decrease as V/,,, increases. That is, for Gamma distributed VLR residence time, as

*
m,i

Vin increases, more long ¢, . are observed (see (28)), and p3; = Pr| < t ] decreases
accordingly. Consequently, probabilities Prr and P,,r decrease as V,,, increases. On the
other hand, P not only depends on ps; but also on the probability p; that a class 1 user
is selected for replacement when a replacement request arrives. In [9] we showed that p,
increases as 1/, increases. The combined effects of p; ; and p; result in the phenomenon that
PR increases and then decreases as V,,, increases. This figure also indicates that Py, > Prg
for small V;,,, and the reverse result is observed for large V;,,. In the remainder of this section,
we only compare P);r and Prp. Detailed analysis of the inactive replacement policy was

given in [9] and will not be repeated in this paper. Also, in the remainder of this section,
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Vin = 1/A2, is considered.

Effects of .. Figure 9 plots Prr and P/ as functions of \.; where .o = 50\, and 0 = 0.5.
The figure indicates intuitive results that Prr and Py, decrease as A, increases. The non-
intuitive results are that both Prr and Pj/r are not affected by A.; when A, is sufficiently
small (namely, A.; < 0.01\;,). When \.; < 0.01),,, the probability p3 ; that a replaced
class 1 user will not make or receive calls before he/she leaves the VLR will approach 1 (see

(29)). In this case, Prr and Py, will be only dominated by A. 2 (see (30)).

Effects of )\.,. Figure 10 plots Prr and Py, as functions of A, » where \.; = 0.1\, and § = 0.5.
The figure shows that Prp decreases as A increases and Py, increases as A, o increases.
In random replacement policy, every record in the VLR is selected for replacement with the
same probability. Thus, as A, increases, it is more likely that the next call for the replaced
class 2 user arrives before he/she leaves the VLR. Therefore Prp decreases as Ao increases.
In contrast, for the most-idle replacement policy, as A2 increases, it is less likely that class

2 users are selected for replacement. Consequently, Py, increases as \. o increases.

Effects of \, ; (), 2). Figure 11 plots Prr and P)/r as functions of the ratio 6§ = " i‘i;u - When
6 is large, it is more likely that class 1 users are selected for replacement. Thus, it is obvious

that both Prpr and Py,r increase as the ratio € increases. We also note that Py, increases
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Figure 12: Effects of the VLR size on Prg and Pyr (8 = 0.5)

rapidly for 0.2 < € < 0.35. For most-idle replacement, when 6 < 0.2, there are only a
small number of class 1 users in the VLR database which can be selected for replacement.
Once 6 > 0.2, the probability p; that a class 1 user is selected for replacement will increase
exponentially as # increases. When 6 reaches 0.35, there are already sufficient class 1 users
for replacements. In this case, large Py, is expected, and increasing 6 does not improve

Py performance.

Effects of the VLR size. Figure 12 plots Pgr and Py as functions of the VLR size where § =
0.5. Figure 12 shows that Prp increases linearly as the VLR size increases. On the other
hand, P, increases rapidly as the VLR size increases from 1000 records to 1200 records.
After 1200 records, Py g is only slightly affected by the change of the VLR size. That is,
when the VLR size is less than a threshold (e.g., 1200 records in our example), the over-
flow situation will be very serious and class 2 users will also be selected for replacements.
Therefore, increasing of the VLR size significantly reduces the occurrences of overflow re-
placements for class 2 users. When the VLR size is larger than the threshold, there are

enough class 1 users for replacement, and increasing the VLR size does not improve Py;g.
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5 Conclusions

This paper studied the overflow problem of mobility database, specifically the VLR, in a PCS
network. Under the existing PCS technology, when the VLR is full, the incoming mobile users
cannot receive services. Through record replacement, we can offer telecommunication services to
overflow users (i.e., those users who have no associated records in the VLR). An important criterion
of record replacement policies is to reduce the possibility of overflow operations in the future. To
achieve this goal, we proposed the most-idle replacement policy to replace the record that has
no call activity for the longest period. We compared the most-idle replacement policy with the
previously proposed policies (inactive replacement and random replacement). Our study indicated
that the most-idle replacement policy significantly outperforms the random replacement policy.
Both inactive and most-idle policies show good performance. In most scenarios investigated in

this paper, the most-idle replacement policy can reduce over 90% of the overflow call setups.

As a final remark, we note that in a real mobile network, the records of a huge VLR are physically
stored in several separated databases. The most-idle policy will need to access all databases for a
replacement while the inactive policy only need to access some databases independently. In this
case, the most-idle policy is not as efficient as the inactive replacement policy. To overcome this
disadvantage, we may exercise the most-idle policy in the individual databases in parallel, and then

select the most-idle record from the most-idle records in the individual databases.
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A Derivations for N, N, K; and K5

When the system is in equilibrium, let random variable N; be the number of users in the VLR
group and random variable /N, be the number of users in the Over flow group. Then the number
of users in the VLR area is N = N; + N,. Let random variables /; and K5 be the numbers of

class 1 and class 2 users in the VLR area when the system is in equilibrium. It is clear that
N, <L 31

Since a VLR area can be regarded as an M /G /oo queueing system, NV is a Poisson random variable
withmean N* = (A, 1+ Ay 2)/Am [3], where A\, 1+, 2 is the user arrival rate from other VLR areas
and 1/),, is the mean VLR residence time. Similarly, treating class 1 and class 2 users separately,
K, and K, are Poisson random variables with means A, ; /A, and A, /), respectively. When
Au, i/ Ay, and Ay, o/, are both of order N*, from the Chebyshev’s inequality [14], we have

)‘u,l + )\u,2
Am

)‘u,l
Am

Ay
+ O0,(VN*) and K, = 222 4+ 0,(VN*¥)

N =
Am

+0,(VN*), K, =

e Xy,
X, = 0,(f(n)) € Ve>0,3m > 0such that Pr (‘—

f(n)

<m> > 1 —eforalln 7]

If N* is sufficiently large,

Aug + Ay Ay Au
M,K1 ~ 2% and K, ~ 2%2

N~—" A A

(32)

Consider the loss model M/G/L/L where L is the size of the VLR database and is of order N*.
In this model, if the Poisson user arrivals from other VLR areas find that the VLR database is full,
then they join the Over flow group and never go back to the V LR group. Let random variable
N be the number of users in this loss model in equilibrium. From Theorem 5.7.4 in [15], we
know that N has a truncated Poisson distribution with parameter /N* which is truncated at L, and

therefore

N = L+ 0,(VN*) (33)

In (33), O, (v N*) has a negative value. Compare the loss model with the original system, we have

N<M (34)
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because the overflow users in the original system may go back to the V' LR group, while those in
the loss model do not. From (31), (33) and (34),

N <N <L = N, =L+ O,(VN*)

When N* is sufficiently large, we have
Ny~ L (35)
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