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Abstract—Quorum-based power-saving (QPS) protocols have
been proposed for ad hoc networks (e.g., IEEE 802.11 ad hoc
mode) to increase energy efficiency and prolong the operational
time of mobile stations. These protocols assign to each station
a cycle pattern that specifies when the station should wake up
(to transmit/receive data) and sleep (to save battery power). In
all existing QPS protocols, the cycle length is either identical
for all stations or is restricted to certain numbers (e.g., squares
or primes). These restrictions on cycle length severely limit the
practical use of QPS protocols as each individual station may
want to select a cycle length that is best suited for its own need
(in terms of remaining battery power, tolerable packet delay, and
drop ratio). In this paper, we propose the notion of hyper quorum
system (HQS)—a generalization of QPS that allows for arbitrary
cycle lengths. We describe algorithms to generate two different
classes of HQS given any set of arbitrary cycle lengths as input.
We also describe how to find the optimal cycle length for a station
to maximize energy efficiency, subject to certain performance
constraints. We then present analytical and simulation results
that show the benefits of HQS-based power-saving protocols over
the existing QPS protocols. The HQS protocols yield up to 41%
improvement in energy efficiency under heavy traffic loads while
eliminating more than 90% delay drops under light traffic loads.

Index Terms—Power saving, quorum systems, wireless ad hoc
networks.

I. INTRODUCTION

A D HOC network technologies and standards, such as
IEEE 802.11’s ad hoc mode, allow the quick setup of

a wireless network among a group of mobile stations, where
the stations communicate with each other either directly or
indirectly through multiple hops, without the aid of an in-
frastructure (e.g., cables, access points or base stations). The
mobile stations (devices) in the network usually rely on bat-
teries as the power source; thus, ensuring energy efficiency
during ad hoc communication is essential to prolonging the
operational time of the devices.
Energy conservation could be achieved at different layers

with different techniques. When a station is not transmitting,
the transceiver at PHY layer persists in idle mode and continu-
ously listens for incoming transmissions. Studies [11], [15] find
that the energy consumed by a wireless module in listening to
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the network is only slightly lower than that of transmitting and
receiving data. Therefore, if there are seldom transmissions des-
tined for the station, idle listening would waste a significant
amount of energy. To address this problem, a power manage-
ment policy is usually adopted at MAC layer that, instead of
idle listening, allows a station to sleep (or doze)—to suspend
the transceiver—when there is no data transmission.
The IEEE 802.11 Power-Saving (PS) mode [10] includes a

mechanism that allows a station to go into sleep when there is no
data transmission. The standard divides the timeline evenly into
beacon intervals and requires all stations to wake up at the be-
ginning of each beacon interval to check if there are data trans-
mission requests from other stations (for this purpose, all sta-
tions must have their clocks synchronized). A station will goes
into sleep for the rest of a beacon interval if there is no data
transmission request from other stations destined for the sta-
tion. Nonetheless, studies [13], [27] have shown that the IEEE
802.11 PS mode is not energy-efficient under light data traffic
loads because a station still needs to remain awake for a short
time window at the beginning of each beacon interval. To ad-
dress this problem, recent work [12], [22], [26] has explored
the quorum-based power-saving (QPS) protocols that require a
station to wake up only for certain beacon intervals (instead of
all beacon intervals as in 802.11 PS mode). Given an integer ,
a quorum system defines, for each station in the network, a
cycle pattern (or cycle for short) that specifies the awake/sleep
schedule for continuous beacon intervals. This pattern repeats
every beacon intervals, and therefore is called the cycle
length. The QPS protocols require a station to remain awake
for only beacon intervals per cycle and guarantees that
any two stations will overlap in at least one awakened beacon
interval within each cycle. A QPS system also ensures that the
collective awakened beacon intervals from all stations are dis-
tributed uniformly within a cycle so that the bandwidth of the
network can be fully utilized. It has been shown that QPS pro-
tocols render much better power saving than IEEE 802.11 PS
mode under light traffic loads.
In QPS protocols, there is a tradeoff when it comes to

selecting a value for the cycle length —the larger the value
of , the more the power saving, yet the longer the buffering
delay at the sender as data must be buffered until the recipient
wakes up. Requiring all stations to use the same value of cycle
length is problematic as individual stations may have their own
delay requirement on data communications and constraint of
remaining battery power. This consideration leads to a number
of recent works [5], [7] that allow the stations to use different
values of cycle length , with certain restrictions. In AQEC [5],
is required to be a square; while in AAPM [7], must be a
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prime number. We call these QPS systems semi-adaptive in the
sense that they allow stations to use different cycle lengths but
only with certain values. In reality, both these systems render
a very limited selection for the values of , as the cycle length
must be small (typically, ) due to the consideration of
node mobility and/or route advertisement interval at the net-
work layer [21]. For example, suppose a routing advertisement
packet at Network layer needs to be sent within every 2 s,
and the duration of a beacon interval is 100 ms. The neighbor
discovery delay cannot be longer than 20 beacon intervals. The

delay bound [5] of AQEC implies that there are only three
cycle lengths (4, 9, 16) selectable for a station. This number is
far less than the optimal case where all 19 cycle lengths (from 2
to 20) are available. Since the station needs to remain awake in
at least beacon intervals every cycle, it can easily miss
the chance of picking the optimal cycle length that consumes
the least energy while giving satisfactory delay. Studies [2],
[14], [28] have shown that devices can end up consuming
excessive energy if any inappropriate cycle length is used.
This urges the need for a new power management solution that
offers more flexibility in the selection of cycle lengths.

A. Highlight of Our Contributions

In this paper, we propose and define the notion of
hyper quorum system (HQS) that generalizes traditional
quorum-based systems to allow for arbitrary cycle lengths
for different mobile stations while guaranteeing overlap of
awakened periods between any two stations. We note that HQS
is “fully adaptive” in the sense that a station can select any
value of cycle length that is best suited to its own requirements
in terms of packet delay and power constraint. Our major
contributions include the following.
• We propose two constructive algorithms to build HQS
schemes, one based on the semi-adaptive grid QPS [22]
and one based on the difference set [17], in time. To
the best of our knowledge, these are the first known fully
adaptive quorum-based power management protocols for
ad hoc networks. Furthermore, these two schemes are
interoperable and can respectively be adopted by mobile
stations that are either delay-sensitive or require best-effort
traffic.

• We derive an analytical model that characterizes the per-
formance of a QPS protocol in terms of energy efficiency,
packet delay, and drop ratio. This model is validated by
extensive simulations and can be used by individual sta-
tions to determine the optimal cycle length to use, with the
objective to maximize energy efficiency subject to given
constraints in delay and drop ratio.

• We show that the HQS-based power management proto-
cols can be applied to either the synchronous or asyn-
chronous environments where the beacon intervals on sta-
tions are aligned or not, respectively. This eliminates the
need of clock synchronization, which could be cost-pro-
hibitive when a large number of stations is involved.

• Experimental results show that the HQS-based power
management protocol may offer significantly better per-
formance than traditional QPS protocols. In particular, it

yields up to 41% improvement in energy efficiency under
heavy traffic loads while eliminating more than 90%
packet delay drops under light traffic loads.

The rest of this paper is organized as follows. In Section II, we
review existing power management protocols for ad hoc net-
works. Section III formally defines the notion of HQS and de-
scribes twoHQS constructing schemes. The powermanagement
protocol based on HQS is also elaborated. In Section IV, we
present an analytical model of the performance of HQS and de-
rive the optimal cycle length for each station subject to certain
conditions. Section V presents the performance evaluation of
our protocols based on both analytical and simulation results.
Section VI concludes the paper.

II. PRELIMINARIES

In this section, we review existing power management proto-
cols for ad hoc networks.

A. IEEE Power-Saving Mode

IEEE 802.11 [10] is currently one of the most popular MAC
standards for wireless ad hoc networks. The operation of IEEE
802.11 PS mode is shown in Fig. 1(a). The time axis is divided
evenly into beacon intervals, and all stations are synchronized
to align on these intervals. At the beginning of each beacon in-
terval is an Announcement Traffic Indication Message (ATIM)
window. Each station is required to wake up and remain awake
during the entire ATIM window.
If a station, say , intends to transmit data to a destina-

tion, say [Fig. 1(a) (1)], it first unicasts an ATIM frame
to during the ATIM window [Fig. 1(a) (2)]. , upon re-
ceiving the ATIM frame, will send back an acknowledgment.
After this ATIM notification procedure, both and will
keep awake for the rest of the beacon interval, during which
the Distributed Coordination Function (DCF) mechanism (i.e.,
RTS, CTS, and random backoff) [10] will be initiated to transmit
the data [Fig. 1(a) (3)] while avoiding collisions.1

If a station neither sends out nor receives an ATIM notifica-
tion during the ATIM window, it may enter the doze mode (that
is, to sleep) for the rest of the beacon interval.
In IEEE 802.11 PS mode, the Target Beacon Transmission

Time (TBTT) on all stations should be aligned to ensure the
overlap of ATIM windows. To synchronize the timer, all sta-
tions contend to send a beacon frame, which carries timer infor-
mation, at the beginning of a beacon interval. Upon hearing the
first beacon, each station synchronizes its clock with the carried
information and cancels its own beacon transmission.

B. Quorum-Based Power-saving Protocols

Existing QPS protocols for ad hoc networks can be classified
into two categories: the static and semi-adaptive protocols, as
shown in Table I. The static QPS protocols require all stations
to use the same cycle length in order to communicate with
each other. Recently, the semi-adaptive QPS protocols [5]–[7]
were proposed that allow stations to choose different cycle

1Note that in the situation where data transmission cannot complete within a
single beacon interval (due to collisions or large data volume), can set the
more-data bit (in frame header) true telling to remain awake through the
successive beacon interval, and then the data transmission continues [10].
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Fig. 1. Existing ad hoc power management protocols. (a) IEEE PS mode. (b) Static grid/torus-based quorum systems. (c) AQEC with semi-adaptivity.

TABLE I
CATEGORIZATION OF THE QUORUM-BASED POWER MANAGEMENT PROTOCOLS

lengths from a set of numbers satisfying certain restrictions
(e.g., primes).
Existing QPS protocols target on either the synchronous or

asynchronous environments, where the timers of stations are
assumed to be synchronized or not, respectively. Synchronous
QPS protocols [5], [22], [24] rely on a timer synchronization
mechanism to ensure the overlap of awakened periods between
each pair of stations. The asynchronous QPS protocols [6], [12],
[26] ensure the overlap of awakened periods even when there
is no timer synchronization mechanism. The latter protocols are
more scalable to large numbers of stations as timer synchroniza-
tion is costly in such situations. This advantage, however, comes
at the expense of less energy efficiency as a station will need to
stay awake for the entirety of a beacon interval for which the sta-
tion is scheduled to wake up (in contrast, in synchronous QPS,
a station only needs to stay awake during the ATIM windows of
those beacon intervals).
In the following, we briefly summarize the static, grid-based

QPS protocols [12], [22] and the semi-adaptive AQEC pro-
tocol [5] as they are relevant to our study.
Grid-Based QPS Protocols: Fig. 1(b) illustrates the awake/

sleep schedules of two stations, and , which are defined
by a grid quorum scheme with cycle length . The grid
quorum scheme organizes every continuous beacon intervals
into an array and numbers them from 0 to in

a row-major manner. It defines a quorum as a set containing
the numbers along an arbitrary row and an arbitrary column
in the array [e.g., or as shaded in
Fig. 1(b)]. Each station, by using this scheme, is able to obtain
its own quorum of quorum size (i.e., cardinality) . For
all beacon intervals whose numbers are specified in the quorum,
the station will remain awake during the ATIM windows (as in
IEEE 802.11 PS mode). For beacon intervals whose numbers
do not appear in the quorum, the station will sleep without even
awaking for the ATIM windows. Such a schedule repeats every
beacon intervals and is called the cycle pattern (or cycle for

short). We denote the duration of the ATIM window and beacon
interval as and , respectively. This scheme gives the lowest
duty cycle (i.e., the portion of time a station remains awake)

. Apparently, the larger the cycle length , the more
the power saving.
In QPS protocols, a beacon frame should carry additional in-

formation about the schedule, including the adopted quorum
and the number of current beacon interval, etc. Unlike the IEEE
802.11 PS mode where a station should cancel its own beacon
transmission upon hearing the first beacon frame, each station
should persist its beacon transmission (even when the others’
beacons are heard) to claim its own schedule.
As we can see in Fig. 1(b), each quorum in the grid quorum

scheme intersects with any other quorum in two elements. This
implies that the ATIM windows between stations overlap twice
per cycle. Once beacon frames are exchanged at an overlapped
period [Fig. 1(b) (1)], stations and are able to discover
each other—that is, to receive and keep one another’s schedule
and to predict the next coming of ATIM window at the other
party. Suppose has data for [Fig. 1(b) (2)]; it buffers
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the data and waits for the next ATIM window of . When
wakes up [Fig. 1(b) (3)], unicasts an ATIM frame to
and starts the notification and data transmission procedures as
described previously in the IEEE 802.11 PS mode.
It is important to note that the grid quorum scheme ensures the

overlaps of ATIMwindows even when the numbering of beacon
interval shifts between stations. For example, as we can see in
Fig. 1(b) ’s clock leads ’s clock by one beacon interval.
The quorum adopted by , from ’s point of view, becomes

. We can easily verify that the ro-
tated schedule of still overlaps twice per cycle with that of
. This nice property is due to the fact that the intersections be-

tween ’s and ’s quorums are shift-invariant.2 Apparently,
only those quorum schemes producing shift-invariant quorums
can be used in a QPS protocol. The lower bound of the size of
these shift-invariant quorums is [12].
The power-saving advantage provided by QPS protocols

comes at the price of delay. Such delay includes the data
buffering time, i.e., the duration between a packet arrival (on a
sending station) and its start of DCF. As we can see in previous
examples, the data buffering time in grid-based QPS protocol
is at most . Besides, two adjacent stations may not
be able to discover each other until a cycle passes by. The
neighbor discovery time, i.e., the time for a station to discover
its new neighbor, is therefore in the worst case.
Semi-Adaptive Protocols: The static, grid-based quorum

scheme is extended to a semi-adaptive one in AQEC [5],
where each station is free to choose a cycle length, given that
it is a square number. Fig. 1(c) illustrates an example where

and adopt cycle patterns with different square lengths
and , respectively. It can be shown that and

are guaranteed to receive one another’s beacon frame at
least once every beacon intervals, where

and . This implies
that the neighbor discovery time is .
Other schemes, which are based on the Finite Projective
Plane (FPP) [7] or Symmetric Block Design [6], give similar
flexibility in choosing except that must be a prime [7] or
compound of primes [6]. Note that the FPP-based scheme has
one serious drawback as compared to the grid scheme—it does
not give bounded neighbor discovery time. Besides, scheme [7]
works only when .
As mentioned earlier, requiring the cycle lengths to be

squares or primes could be too much a stringent requirement,3

as in practice the cycle lengths are usually smaller than 25 due
to the fact that stations need to discover/update its neighbors
once within a certain period (e.g., a route advertisement in-
terval), which is usually no longer than 2 or 3 s. This makes
semi-adaptive protocols hard to be applied to the real net-
works where the node mobility and/or routing requirements
are present.4 Studies [2], [14], and [28] have shown that a PS

2A quorum scheme that guarantees the shift-invariant intersection is called
cyclic. We will formally define the cyclic property in Section III.
3In the simulation part of study [5], AQEC provides only four practical

choices (i.e., 4, 9, 16, and 25) for cycle lengths.
4Although it is understandable that the study [6] only considered the delay-

tolerant networks.

station compromising on a suboptimal cycle length may end
up consuming more energy than a non-PS station because of
the excessive packet drops and retransmissions. Apparently,
to allow a fine-tunable cycle length on each station is a key to
success for a QPS protocol.

III. HYPER QUORUM SYSTEM

This section defines the notion of hyper quorum system and
describes algorithms to construct two different classes of HQS.
HQS is a generalization of traditional quorum systems [3] where
stations may obtain cycle patterns of arbitrary lengths that best
suit their requirements.
The advantage offered by HQS is twofold. First, HQS al-

lows more energy saving on those stations having critical bat-
tery power or light traffic load. This overall prolongs the lifetime
of a network. In addition, HQS gives controllable delay that is
able to meet application requirements. This avoids serious per-
formance degradation and energy waste on packet retransmis-
sions as induced by traditional power management protocols.
Note that this advantage becomes significant when all peers in a
network have distinct requirements of energy consumption and
delay, which is usually true due to the number of hops, battery
life, mobility, and running applications.

A. Definitions and Fundamentals

Consider the sets in which each element denotes a number of
beacon interval. The following definitions are based on [3] and
[17].
Definition 1 ( -Coterie): Given an integer and a universal

set over the modulo- plane. Let be
a set of nonempty subsets of . We call an -coterie if and
only if for all , , .
For example, consider

in Fig. 1(b). For any pair of elements and
, . Therefore, is a 9-coterie.

Conventionally, a coterie is termed a quorum system, and the
elements of (i.e., ) are called the quorums.
Not every quorum system is applicable to a QPS pro-

tocol [12]. In a QPS protocol, two quorums must intersect even
when one “shifts.” This leads to the following definitions.
Definition 2 ( -Cyclic Set): Given integers and , where

. Let be a subset of ,
. We call an -cyclic set of if and only if

.
For convenience, we denote a group of cyclic set as

.
Definition 3 ( -Cyclic Quorum System): Given an integer

and a universal set over the modulo-
plane. Let , , be a set of
nonempty subsets of . We call an -cyclic quorum system
if and only if the set is an
-coterie.
For example, the set also

forms a 9-cyclic quorum system, as every element pair in
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intersects. The cyclic property ensures the shift-invariant
intersection between and . Recall
in Fig. 1(b) ’s clock leads ’s clock by one beacon
interval. From ’s point of view, the quorum adopted by

equals , which, by definition, belongs to
and still intersects with ’s quorum

. The above definition serves as the basis for most
quorum schemes used in existing QPS protocols [5], [7], [12],
[22], [26].
In the following, we generalize the definition of cyclic coterie

to the notion of hyper quorum system. First, we define a useful
notation.
Definition 4 ( -Revolving Set): Given integers , ,

and , where . Let be a subset of ,
. We call an -revolving set

of if and only if
.

Intuitively, is a projection of from the
modulo- plane onto the modulo- plane with an index
shift . For example, consider two quorums
and shown in Fig. 1(c), which are subsets
of and , respectively.
Given two shift indices and , we may project
these two sets from the modulo-4 and -9 planes onto the same
modulo-10 plane by using
and , respectively. Note that both

and are subsets of a new universal
set . For convenience, we denote a group of
revolving sets as .
Definition 5 ( -Hyper Quorum System):

Given integers and , where . Let
be a set with the element ,

, a nonempty subset of the universal set
over the modulo- plane. We call

an -hyper quorum system if and only
if the set
forms an -coterie.
Basically, a hyper quorum system guarantees the intersec-

tion between the projections of quorums over a plane, as de-
picted in Fig. 2. Following the example shown in Fig. 1(c) where

and . Given a reference point
of time . Suppose at time , the stations and are in their
second and first beacon interval, respectively. Then, and

are guaranteed to overlap in at least one awake beacon in-
terval within the 10 beacon intervals after since

. Actually, we may easily verify that given
any reference point of time where and are in their th
and th beacon intervals, respectively, and are guaran-
teed to overlap within 10 beacon intervals. Formally, we have

for all and ,
and . Therefore, the set is
a -hyper quorum system. In Definition 5, is said to
be -dimensional, and the elements of are termed quorums.
Notice that a revolving set degenerates

into a cyclic set when . An
-hyper quorum system degener-

ates into a traditional -cyclic quorum system when
.

Fig. 2. Rather than ensuring the intersection between quorums, the hyper
quorum system guarantees the intersection between “projections” of quorums
over a modulo- plane.

By following the example given in Fig. 2, we may observe
that, first, HQS ensures a shift-invariant intersection, therefore
supports any QPS protocol naturally. Suppose ’s clock is
shifted 1 beacon interval ahead. The projected quorum of at
time becomes , which, by definition, belongs
to and still intersects with . Second,
starting from any reference point of time, and are able
to exchange their beacon frames within beacon intervals.
An -hyper quorum system guarantees
the worst-case neighbor discovery time . Note that the
FPP-based scheme [7] also gives an HQS. However, it does not
guarantee a specific value of given to . The neighbor
discovery time is not predictable with this scheme.
It remains a challenging issue to efficiently construct an HQS

given arbitrarymodulo planes and arbitrary dimensions. Current
schemes [5], [7] generate an HQS only when
are either squares or primes. Moreover, the HQS proposed in
[7] is constructed by exhaustive searches. Next, we present al-
gorithms that can systematically generate two different classes
of HQS in time over arbitrary modulo planes.

B. Constructing Schemes for HQS

We present two HQS constructing schemes that offer flexi-
bility in supporting arbitrary values of and while keeping
the quorum size close to the lower bound [12].
Extended Grid (EG) Scheme: Consider integers

, where . Let

and for
all , . We define an extended grid quorum
over the modulo- plane as follows:

where and for all ,
. Essentially, contains continuous elements

from 0 to , followed by interspaced elements with
mutual distances less than or equal to . Note that with the
above definition, is not unique.
The name of this scheme comes from the fact that when is

a square and , degenerates into a grid-based
quorum. For example, let , , and . By
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fixing , we have , a quorum
comprising a column and a row in the 3 3 grid.
It can be shown that forms a -dimen-

sional HQS for some value of . Instead of proving this, we
will show that any pair of and forms a -hyper
quorum system with a better bounded value of . First, we de-
fine the heads of a revolving set to be those elements
projected from the smallest element in (note that there could
be none, or more than one head). In the previous example shown
in Fig. 2, the elements 3 and 7 are heads of , and 8
is the head of .
Theorem 6: Given integers , where

. For any and , , the set
forms an -hyper quorum system.

Proof: Let , we show that
for all and , and

. Recall that the heads of are the elements pro-
jected from the first element 0 in . Let be the first head in

. Since , exists and . If is in-
cluded in , we finish the proof. Otherwise, consider
two elements and in such that . By
definition of , any two interspaced elements in
must have mutual distance less than or equal to . We have

, leading to .
The element exists in . On the other hand, by def-
inition of , is a head of implies that there
exist continuous elements after in . Since

, the element must also be included
in . We have .
Note that the above theorem applies to the grid-based scheme

(e.g., AQEC [5]) also. Before this paper, quorum schemes for
QPS protocols are proposed in an ad hoc manner. The HQS
lays the fundamentals of these quorum schemes by identifying
the combinatorial properties that need to be satisfied to make a
scheme useful to a QPS protocol.
Difference Set (DS) Scheme: Consider integers

, where . Let

and for all ,
. We define another quorum over the

modulo- plane as follows:

where , for all
, , and . Basically,
contains continuous elements from 0 to , followed by

interspaced elements with mutual distances less than or
equal to . Note, again, that is not unique with the above
definition, and is a difference set [17].
Theorem 7: Given integers , where

. Let . For any

and , , the set forms an
-hyper quorum system.

Proof: Let , we show that
for all and ,

and . Let be the first head in . Since
, the element exists and . If is included

in , we finish the proof. Otherwise, consider two
elements and in such that .

Case 1: If , we have
. Since , we have

. The element exists in . On the other hand,
by definition of , is a head of implies that
there exist continuous elements after in .
The element must also be included in . We have

.
Case 2: If , by definition of , the element must

be a head of . There exist continuous elements
after in . Note that the element and all
continuous elements after must be included in ,
since implies that

leading to
, and therefore . On the other hand, all

elements between and in must have
mutual distances less than or equal to , since

. By pigeon hole principle,
there must exist at least one element between and in

. Hence, .
Comparison of the Two Schemes: As we can see, the EG and

DS schemes generate a two-dimensional HQS in time for
any pair of stations. Both schemes are fully adaptive—stations
can select any appropriate value of cycle length ( ) according
to their own needs (e.g., delay requirements, remaining power,
etc.) without losing the network connectivity.
However, stations adopting the EG and DS quorums may

have distinct orientations in performance. Consider an example
where varies from 4 to 20. The buffering delay of and
are four and nine beacon intervals, respectively. On the other
hand, the quorum sizes of and are 8 and 6, respec-
tively. We can see that the EG scheme gives shorter buffering
delay, therefore is more suitable for delay-constrained traffic;
while the DS scheme yields smaller quorum size thus is more
economic for best-effort traffic or circumstances when the bat-
tery power is critical.
It is important to note that stations in a network are free to

switch between the EG and DS schemes.
Theorem 8: Given integers , where

. Let . For any and

, , the set forms an
-hyper quorum system.
Proof: See Appendix A.

The above theorem implies that any two stations using dif-
ferent schemes are guaranteed to discover each other within
a bounded time. The interoperability between the EG and DS
schemes offers extra flexibility to a QPS protocol in supporting
both delay-constrained and best-effort traffic.

C. HQS-Based Power Management

In this section, we propose an HQS-based power-saving pro-
tocol, named HQPS, that gives enhanced scalability as com-
pared to traditional QPS protocols.
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Fig. 3. Multimode time division in HQPS protocol. (a) Structural design of a
beacon interval in synchronous mode. (b) Synchronous cycle pattern. (c) Struc-
tural design of a beacon interval in asynchronous mode. (d) Asynchronous cycle
pattern.

Basically, the HQPS protocol inherits the design (e.g., beacon
frames, neighbor maintenance, data transmission procedure,
etc.) of a traditional QPS protocol. However, it defines two
distinct cycle patterns for a quorum: the synchronous and asyn-
chronous cycle patterns. Stations with the asynchronous cycle
patterns, unlike those using the traditional (synchronous) cycle
patterns as we have seen in Section II, have to remain awake
during the entire beacon intervals whose numbers are specified
in the quorums. They also need to remain awake during the first
ATIM window of every series of sleep intervals. For example,
consider a quorum . The structures of
beacon intervals and their arrangement in a synchronous cycle
pattern are shown in Fig. 3(a) and (b). This is what we have
seen in Section II. Alternatively, a station may choose the
asynchronous cycle pattern, as depicted in Fig. 3(c) and (d), if
there is no TBTT alignment in the network.
Theorem 9: Any two stations and adopting the asyn-

chronous cycle patterns for an -HQS are able to dis-
cover each other in beacon intervals without the need for
TBTT alignment.

Proof: See Appendix B.
Generally, the synchronous cycle patterns result in better

energy efficiency due to a smaller duty cycle; while the
asynchronous cycle patterns render better scalability since
no auxiliary timer synchronization mechanism is required.
To combine the advantages of these two alternatives, the
HQPS supports a hybrid topology, as illustrated in Fig. 4.
Stations of the same region, e.g., Independent Basic Service Set
(IBSS) [10] or cluster, where timer synchronization is cheap
may pick the synchronous patterns to achieve better energy
efficiency. Stations (gray nodes in Fig. 4) close to the border of
two synchronized regions may adopt the asynchronous patterns
to forward data. Note that given the same quorum, the neighbor
discovery time of an asynchronous link (Fig. 4) is one beacon

Fig. 4. Interoperability between the synchronous and asynchronous cycle pat-
terns for large-scale environments where timer synchronization is difficult (or
costly).

interval larger than that of the synchronous link; nevertheless,
its buffering delay is one beacon interval smaller.
So far, we have explored a new quorum system and a multi-

mode QPS protocol that offer each station a fine-tunable power-
saving degree in either synchronous or asynchronous environ-
ments. However, two questions remain.
• In what circumstances shall a station switch from EG to
DS scheme, and vice versa?

• What exact cycle length shall a station choose?
In previous studies [5], [7], these questions are answered empir-
ically using the simulation results. In Section IV, we derive an
analytic model that is able to determine a proper scheme and its
optimal cycle length under a particular network condition.

IV. OPTIMAL ADAPTATION

In this section, we derive an analytic model that character-
izes the performance of a QPS protocol. Stations can use this
model to determine a proper scheme and its cycle length dy-
namically based on the current network condition and traffic
loads. The model takes into account several performance re-
quirements from the application or network layer, thereby en-
abling a cross-layer control of the adaptation.
Consider the two ends of a typical tradeoff between the per-

formance and power saving.
1) How much performance degradation a station is willing to
suffer (to increase the energy efficiency)?

2) How much benefit will a station earn from the increased
energy efficiency (or accordingly, from the prolonged life-
time)?

Based on different application needs, the answers to the above
questions may not be identical among stations. Our first task
is to model these answers, which are only decidable at the
network or application layer, as the input parameters. Notice
that in a QPS protocol, the sending station can wake up and
start the ATIM notification and data transmission procedures
as soon as the receiver wakes up. The performance degradation
is controlled by the wake up/sleep schedule of the receiving
station. The first question can be answered by setting the param-
eters delay-threshold and drop-threshold for the receiving
packets. These parameters indicate the maximally allowable
delay and packet drop ratio when using a QPS protocol to
receive data from neighbors. The answer to the second question
can be set by another parameter called lifetime incentive, .
Let be the average energy consumption rate of a station, and
be the total remaining power of that station. The term
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Fig. 5. Transitions between the embedded points (i.e., ends of the ATIM win-
dows). The service process alternates between the serving (s), listening (l), and
vacation (v) periods.

denotes the station’s expected lifetime, and denotes
the “worthiness” of that lifetime from the application’s point
of view. The larger the value of , the more important a longer
lifetime will be. For example, a station transmitting real-time
data may indicate small thresholds; while a station running out
of battery power may set large lifetime incentive. Given the
above parameters and the current network condition, our next
target is to find a proper quorum scheme and cycle length that
strike the balance between the performance degradation and
earned worthiness of the lifetime.
Based on the DCF models [4], [19] at the MAC layer, we per-

form our analysis at the packet level. We model the buffering
queue of a sending station by using the semi-Markov process
with states being the number of packets in queue. Consider a
station that receives data from its neighbors. The packets ar-
riving at a sending station must be buffered if is sleeping
or in ATIM windows. When the number of buffered packets
reaches the buffer capacity , new arrival packets are blocked
(i.e., dropped). Notice that the buffered packets can be trans-
mitted only after the end of the next coming ATIM window on
(where the ATIM notification procedure is performed, as de-

scribed in Section II). Therefore, we embed the semi-Markov
process to the ends of receiver ’s ATIM windows, which are
shown as the solid dots in Fig. 5, and study the state transi-
tion between these embedded points. By focusing on the wake
up/sleep schedule of , we are able to model the average en-
ergy consumption of as well as the drop ratio of packets
destined to .
The service process of this queue alternates between serving,

listening, and vacation periods, as shown in Fig. 5. Packets can
be served (i.e., transmitted) only during the serving periods. De-
note and as the numbers of packets in queue at the previous
and current embedded points, respectively. If , the process
enters the serving period and the data transmission starts. If

, the process enters the vacation period (as shown in
the beacon intervals 5–9 and 0 in the next cycle in Fig. 5) to
wait for the next embedded point. The length of a vacation pe-
riod depends on the awake/sleep schedule guided by the adopted
quorum and can be expressed as ,
where is a random variable indicating how many beacon in-
tervals a station can sleep after the current beacon interval by
following the schedule. Note that after a serving period, there
will not be an embedded point following up immediately due to
the protocol design described in Section II. Hence, the process
enters the listening period after each serving period until the
coming of the next embedded point. The length of a listening
period can be either (e.g., in the beacon interval 2 in Fig. 5)

TABLE II
NOTATION USED IN THE ANALYSIS

if the data transmission cannot finish within one beacon interval
so the sender signals to remain awake in the next beacon in-
terval, or (e.g., in the beacon intervals 3–5 in Fig. 5)
otherwise.
For ease of presentation, we assume the Poisson arrival pat-

tern and exponential service time.5 The analysis can be readily
extended to handle nonexponential service time by using the
Markov ReGenerative Process (MRGP) [16]. We also assume
that the nodes are synchronous in clocks.6 Table II summarizes
the notation used in our analysis.
Note that the service rate equals the inverse of the effective

channel rate determined by the DCF model, which covers the
effects of random backoff, contention, channel interference, etc.
A quorum scheme and its cycle length affect the distribu-

tion of . Consider a quorum
, may be dependent with a particular cyclic

set of due to the clock shift on a station. However, since we
are interested in the performance of a station with arbitrary clock
shift, the can be modeled by the average of all distinct cyclic
sets of . This implies that remains the same for every beacon
interval on a station and can be expressed as

if

otherwise

where , , is the minimal index such that
and is the “next” (cyclicly) element of

ahead the position .

5Studies [25], [27] show that the discrepancy is not significant between the
theoretical results derived under the Poisson assumption and the simulation re-
sults using the other packet arrival patterns.
6Analysis of the asynchronous condition is similar and therefore is omitted

in this paper.
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Define a transition matrix whose entry denotes a con-
ditional probability that there are packets in queue at the cur-
rent embedded point (i.e., end of ATIM window) provided that
there are packets in queue at the previous one. Observe that
the queue may not reach a steady state between two embedded
points, we characterize the transient behavior of the queue. By
Chapman–Kolmogorov forward equation [8], can be ex-
pressed as (1), shown at the bottom of the page, where is
the corresponding generator matrix, by considering
four different cases: 1) and ; 2) and ;
3) and ; and 4) and , respectively.
In case 1, we can see that the embedded point must be preceded
by a serving period of length , as . If all packets
are transmitted after the serving period, then the serving period
is followed by a listening period of length and there
must be packets arriving during this listening period. Hence,
the transition probability becomes

by considering all possible values of . Note that
is the transient probability [8] that the serving period transits
from state to state 0 after a time interval of length .
Otherwise, suppose there are packets left at the end of the
serving period, then the serving period is followed by a listening
period of length and there must be packets arriving
during this listening period. The transition probability can be
expressed as

by considering all possible values of . The case 2 is similar to
case 1, except that there can be arbitrary numbers of packets
larger than or equal to arriving at the listening period. In
case 3, we can see that the embedded point is preceded by a
vacation period of length , as . There must be
packets arriving during this period so the probability can be

written as

by considering all possible values of . The case 4 is similar
to case 3 except that there can be arbitrary numbers of packets
larger than or equal to arriving during the vacation period.
The probability can be expressed as

Let , we may obtain by solving the
Chapman–Kolmogorov equation [20], , and
. Note that by definition, , , and are equal to the por-
tion of time the queue remains in serving, listening, and vaca-
tion periods, respectively, we have ,

, and ,
where given by

(2)

is a normalization term ensuring that , , and are less
than 1. In addition

To determine , we need to derive first. Consider an ar-
riving packet that may fall into the queue during the serving,
listening, or vacation periods. Let be the blocking prob-
ability conditioned on the fact that the packet comes during a
serving period starting from packets. From PASTA [23],
is equal to the probability that the arriving packet sees packets
in queue. Note that Poisson arrivals can be thought of a random
point process on the time axis, we have

Applying the similar analysis, we may obtain the conditional
blocking probabilities, and , for the listening and
vacation periods, respectively. Note that the packet comes
during these periods must be buffered, therefore, we have

if ,

if ,

if ,

if ,

(1)
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as (3), shown at the bottom of the page. In (3), if all packets can
be transmitted within the preceding serving period, then the
blocking probability equals to the probability that the arriving
packet sees packets in the buffer at some time within the
following listening period of length , leading to the
first term. Otherwise if there are packets remaining after the
end of the serving period, the blocking probability equals to
the probability that the arriving packet sees packets at some
time within the following listening period of length , leading
to the second term. Similarly

Putting , , and together, we obtain the uncondi-
tional blocking probability

Given , the carried load can be expressed as
. This leads to

where

denotes the stationary probability that the sending station trans-
mits the ATIM and beacon frames.
Next, we derive , which, by definition, equals the prob-

ability that the buffering and transmission delay of a packet is
longer than . Let be a random variable denoting the delay
encountered by the packet, we have . Con-
sider the FIFO service discipline, an arriving packet has to wait

until all packets buffered ahead are served. If the packet arrives
during the serving periods starting from packets, we have

where

is the cumulative distribution function (CDF) of Erlang distribu-
tion denoting the probability that the sum of service time of
preceding packets, residual time of the th preceding packet, and
service time of current arrival is less than or equal to . If the
packet arrives during the listening or vacation periods, it has to
wait until the end of the current period and service completion
of all the packets buffered ahead. Therefore, and can
be expressed as (4) and (5), respectively, shown at the bottom
of the page. In (4), if all packets are transmitted within the pre-
ceding serving period, then equals to the probability
that a new packet arriving at time within the listening period
given that there are already packets arrived in the same pe-
riod can be served before the deadline in
the later serving periods, leading to the second term. Otherwise,

equals to the probability that a new packet arriving at
time within the listening period given that there are already
packets arrived in the same period and additional packets re-
maining after the preceding serving period can be served before
the deadline in the later serving periods, leading to
the third term. Equation (5) can be explained similarly.
The unconditional drop ratio is given by

A. Optimal Adaptation

A good power management protocol should increase the
lifetime value of a station without causing intolerable

(3)

(4)

(5)
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Fig. 6. Incentive products returned by EG and DS schemes given (a) delay-
constrained traffic ( ms, ) and high battery power ( ) and
(b) best-effort traffic ( s, ) and low battery power ( ).

performance degradation. Following the previous analysis, we
obtain a normalized performance drop ratio in terms
of the thresholds and . To obtain a proper configuration,
a station may pick a quorum scheme and cycle length that
together maximize the incentive product, i.e.,

between itself and every nearby sender. Note that the
term corresponds to the lifetime value . Generally, when
the cycle length is increased, the incentive product raises cor-
respondingly because of . The lifetime value
grows as the duty cycle is reduced. However, when becomes
too large, the incentive product drops due to the intolerable per-
formance degradation reflected by .
Although the above tendency holds generally, different

schemes may result in different curves. Fig. 6 shows typical
outputs of the EG and DS schemes (given parameters ,

, ms, and ms). As we can see in
Fig. 6(a), when a station is transmitting the delay-constrained
traffic (e.g., voice/video packets with a tight delay bound

ms [9] and tolerable loss rate [18]) or when it
has high battery power (which implies a low lifetime incentive

), the EG scheme gives better incentive products. In
particular, it reaches the optimum at . On the other
hand, when transmitting the best-effort traffic (with a loose
delay bound s slightly lower than the route discovery
timeout, 1 s [21], but strict loss rate avoiding retrans-
missions) or when the battery power is critical ( ), the DS
scheme returns better incentive products. In this case,
reaches the optimum. Note that the maximal cycle length may
be limited by the node mobility or the route advertisement
interval at the network layer. In this paper, we consider

to assure in-time neighbor discovery/maintenance. By precal-
culating all incentive products with different input parameters,
each station can look up the optimal scheme and cycle length
in time.
Note that this model is validated by extensive simulations.

We include the simulation results in Fig. 6 with 95% confidence
intervals using default parameters that will be described in
Section V. The error comes from the fact that we ignore the
energy consumption in transmitting beacon and ATIM frames
in analytic plots. Notice that this error may be magnified when
we choose a large due to its nonlinearity. Nevertheless,
the tendency of each simulation curve can still be captured
successfully.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of HQPS by
taking both the theoretical analysis and simulation results.
We implement our simulation based on the ns-2 simulator [1]
with CMU wireless extension. The simulation is conducted in
a 500 500-m static network with 50 randomly distributed
stations. Each station has half-duplex wireless channel of rate
2 Mb/s and transmission range 100 m. We set the duration
of beacon interval and ATIM window to 100 and 25 ms,
respectively. The mean packet size is 256 , and each station
is supplied with the Poisson traffic [25] with rate varying
from 2 to kb/s, where by default. The power
consumption rates of the wireless module are set 1650, 1400,
1150, and 45 mW in transmit, receive, idle, and sleep modes,
respectively . For simplicity, we focus on the situation that all
stations are synchronous in their clocks. The benefit offered
by HQPS in asynchronous environments is analogous to that
of synchronous environments since, given the same quorum
scheme, stations in these two environments differ only in the
structure of beacon intervals (as we can see in Fig. 3), rather
than the portion of awake beacon intervals per cycle.
To evaluate the performance of a quorum scheme, we define

a theoretical metric—quorum ratio, which denotes the propor-
tion of beacon intervals in a cycle where a station is required
to awake. Specifically, it is defined as , where is the
quorum size and is the cycle length.7

We compare HQPS to the previous studies AQEC [5] and
AAPM [7]. These two protocols adopt Grid and FPP as the
underlying quorum schemes, respectively. To ensure valid
neighbor maintenance in routing protocols [21], the cycle
length is considered to be less than or equal to .
We set . Both AQEC and AAPM adopt the rule-based

7Note that, traditionally, the performance of a quorum system can be mea-
sured by another metric: the number of common elements between a pair of
quorums. However, in a QPS protocol, this number is a less significant factor
to the energy efficiency than the quorum ratio. Consider two pairs of quorums

and . Suppose all these quorums give the same quorum
ratio, but and . If there is no data transmission,
then all these four quorums yield the same level of energy efficiency. On the
other hand, when transmitting data, a sender node can wake up actively when-
ever the next ATIM window comes on the receiving station, making the extra
intersection be of little help on energy saving (nor on buffering delay since it is
the “distances” between elements that matter). The energy efficiency on respec-
tive stations choosing , , , and will still be similar given the same
traffic load. Therefore, we do not consider this metric in our evaluation.
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adaptation criteria [5] to dynamically adjust . In our experi-
ments, the rules for AQEC are

Similarly, AAPM uses the rules corresponding to the quorum
ratios offered by FPP. On the other hand, HQPS follows the
analytic model given in Section IV to pick a proper scheme and
. With this model, HQPS may have different behavior when
different prerequisites (i.e., , , and ) are given. We consider
two typical scenarios where delay-constrained and best-effort
packets are offered. In the former case, we set ms,

, and ; in the latter, we set s, ,
and . We denote the HQPS with these two prerequisite
settings HQPS(D) and HQPS(B), respectively. Note that to give
a fair comparison, all protocols employ the same design of cycle
pattern as given in Fig. 3(b).

A. Theoretical Analysis: The Quorum Ratio

We first explore the quorum ratio of different schemes
by varying the cycle length from 1 to . As shown in
Fig. 7(a), all schemes give smaller quorum ratios as increases.
In particular, the ratio of FPP approaches the theoretical bound

[12]. This ratio is shown to be optimal [7]. However,
the optimum in quorum size does not necessarily imply the
optimum in performance. Notice that FPP and Grid cannot
produce quorums given arbitrary cycle lengths. This leads to a
sparse configuration density. During the rule-based adaptation,
may shrink very fast when there is only little increment in

traffic load. A station may tend to remain awake more than
necessary. Note that the quorum ratios of Grid and EG overlap
when is a square. This is simply because EG is a generaliza-
tion of the Grid scheme.
Next, we evaluate the performance of different protocols

based on the simulation results.

B. Link Discovery Time

In this section, we study the link discovery time. As il-
lustrated in Fig. 7(b), all protocols are able to discover more
than 90% of the links within 2 seconds. Interestingly, although
in theory the worst-case neighbor discovery time should be
larger than (for example, two stations

and adopting and respectively
and DS scheme may have the worst-case neighbor discovery
time ), AQEC and HQPS
achieve 100% link discovery ratio at 1.5 and 2.5 seconds re-
spectively. In practice, AQEC and HQPS work quite well. We
notice that AAPM occasionally gives long neighbor discovery
time since FPP does not guarantee a theoretical bound of the
worst-case neighbor discovery time. We cannot ensure 100%
link discovery by limiting the value of .

Fig. 7. (a) Quorum ratio and (b) average neighbor discovery time.

Fig. 8. (a) Average energy consumption rate and (b) delay.

C. Energy Conservation

In this section, we evaluate the energy efficiency of all pro-
tocols under different loads. We vary from 2 to 40 kb/s.
The experimental results are shown in Fig. 8(a). As we can
see, all protocols give higher energy consumption rate as
increases. This is because of the frequent ATIM notification
and data transmission procedures. Notice that the energy con-
sumption rates of AQEC and AAPM grow significantly when

kb/s. This is mainly due to the sparse configuration
density, as we have seen in Fig. 7(a). When the offered load
is close to the maximum support load, shrinks very fast and
keeps a station awake most of time. On the other hand, HQPS
gives relatively stable energy consumption rate under all loads.
As compared to AQEC and AAPM, HQPS offers competitive
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Fig. 9. Ratio of alive nodes.

energy efficiency under light traffic loads while giving respec-
tively up to 31% and 41% reduction in energy consumption rate
under heavy loads.
Next, we look further into the energy efficiency by studying

the lifetime of nodes in a network. In this experiment, we set
kb/s, give initial energy 100 J to each node, and

record the ratio of alive nodes every 30 s of the simulation
time. The results are shown in Fig. 9. As we can see, both the
HQPS(D) and HQPS(B) improve the network lifetime when
compared to AQEC and AAPM. The improvement mainly
comes from the HQPS(D)’s and HQPS(B)’s “longer tails” in
the zone of low alive node ratio (below 0.5). We believe these
tails are the results of the finer adaptation granularity offered
by the EG and DS schemes. When the number of alive nodes
is high, each node receives packets from nearby nodes, and the
aggregated receiving traffic will be uniformly high among the
nodes. The adaptation strategies force all protocols to choose
a small cycle length, so the advantages of EG and DS are not
obvious. However, when the number of alive nodes decreases,
the receiving traffic becomes diverse between nodes. With the
finer adaptation granularity offered by the EG and DS schemes,
these nodes can have a higher chance to find quorums that
achieve high energy efficiency without causing unacceptable
performance degradation. Therefore, the nodes with light traffic
load can survive and form a longer tail. Note that as compared
to HQPS(D), HQPS(B) tends to find quorums that lead to
higher energy efficiency, so HQPS(B) gives even longer tails
than HQPS(D) does. Also notice that in AAPM, the number of
alive nodes starts to fall earlier than other protocols. We believe
this is because of the the sparse configuration density offered
by the FPP scheme at small ’s.

D. Delay and Delay Drop Ratio

In this section, we first investigate the average delay en-
countered during each packet transmission. As we can see
in Fig. 8(b), the delay in all protocols decreases as the load
becomes heavier. This is because, under high loads, a station re-
mains awake most of time, thereby reducing the data buffering
delay. Note that HQPS may give different performance ori-
entations when different prerequisites (i.e., , , and ) are

Fig. 10. Delay drop ratio given (a) delay-constrained traffic and (b) best-effort
traffic.

provided. For best-effort traffic, HQPS(B) gives higher delay
in exchange for better energy efficiency. On the other hand, for
delay-constrained traffic, the delay is reduced in HQPS(D) at
the cost of extra energy consumption.
It is important to realize that the power-saving effect of HQPS

comes with a performance guarantee. In HQPS, energy is saved
only when there is no intolerable performance degradation. As
shown in Fig. 10, AQEC and AAPM suffer from serious delay
drops under light loads. Many studies [2], [14], [28] show that
the cost of these drops may easily drown the benefit in en-
ergy saving. Our model compromises these to conflict goals
when adapting . The results show that under all loads, either
HQPS(D) or HQPS(B) is able to suppress more than 90% of the
drops for both the delay-constrained and best-effort traffic.

VI. CONCLUSION

In this paper, we generalized traditional quorum systems and
proposed the Hyper Quorum System. We showed that HQS is
fully adaptive in the sense that a station can select any value of
cycle length that is best suited to its own requirements in terms
of packet delay and power constraint. Two HQS constructing
schemes were presented that facilitate power saving under both
delay-constrained and best-effort traffic. Both the constructing
schemes run in time, which may be readily adopted
by nodes (e.g., sensors) with limited computing power. We
derived an analytical model characterizing the performance of
a QPS protocol, based on which stations can determine a proper
scheme and the optimal cycle length. Experimental results
showed that our HQS-based power management protocol ren-
ders significantly more stable performance under various traffic
loads as compared to traditional QPS protocols. In particular, it
gives up to 41% improvement in energy efficiency under heavy
traffic loads while eliminating more than 90% delay drops
under light traffic loads.
The model accepts prerequisite parameters , , and . The

best values of these parameters cannot be determined at the
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Fig. 11. Guaranteed neighbor discovery with the asynchronous cycle patterns.

MAC layer alone, as it involves Network- and Application-
layer considerations (e.g., routing advertisement period, net-
work topology, application state, user preference, etc.). A cross-
layer technique for choosing the parameters would be valuable
and is left as a future work.

APPENDIX A
PROOF OF THEOREM 8

Let , we show that
for all and , and .

Recall that the heads of are the elements pro-
jected from the first element 0 in . Let be the first head
in . Since , exists and .
If is included in , we finish the proof. Other-
wise, consider two elements and in such that

. By definition of , any two interspaced elements
in must have mutual distance less than or equal to
, which is less than or equal to . We have ,

leading to .
The element exists in . On the other hand, by
definition of , is a head of implies that
there exist continuous elements after in .
Since , the element must also be included in

. We have .

APPENDIX B
PROOF OF THEOREM 9

Consider two stations, and . Let , , de-
note the TBTT shift between these two hosts, as illustrated in
Fig. 11. We first show that is able to receive ’s beacons
within a finite amount of time. If , from Theorems 6 and
7 we know there must exist a Qa-BI [see Fig. 3(c)], named ,
on that intersects with a Qa-BI on [Fig. 11 (1)]. is
able to receive ’s beacon during the beacon window of .
If , let denote the starting time of , and let denote
the elapsed time between and beacon reception. Note that

, where is the duration of a beacon window. As
we can see, ’s beacon arrives at time . Since ,
the arrival must fall within the time range .
Observe that in an asynchronous cycle pattern, each Qa-BI can
only be followed by either the Qa-BI or M-BI. By definition of
the asynchronous cycle pattern, must remain active during
the time range . In addition, we have ,
which implies . Since ,

is able to receive ’s beacon.

Nowwe show that is able to receive ’s beacon. Let
. Since , we have . Suppose ,

again, from definition of the quorum schemes we know there
must exist a Qa-BI, named , on that intersects with some
Qa-BI on [Fig. 11 (2)]. Following the previous discussion
with substituted by , we obtain the proof.
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