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Figure 1: Overview of the proposed virtual-real registration approach for outdoor AR apphcanon. First, using position information
acquired by mobile phone to render corresponding synthetic image from pre-constructed UAV 3D model; second, matching ground
camera image a nd UAV 3D model rende red image to find transformation relationship between the cross-domain images; fina lly,
registering virtual object to the ground camera image by the inferred spatial relationship of UAV 3D model and ground camera image.

A BSTRACT

'111is paper presents a novel virtual -real registration approach
for augmented reality (A R) in large -scale outdoor environments.
Essentially. it is a pose estimation for the mobile camera images
(ground camera images) in 3D model recovered by Unmanned
Aerial Vehicle «(JAV)image sequence via Structure-From -Morton
(SF M) technology. The approach considers to indirectly establish
the spatial relationship between 2D and 3D space by inferring
the transformation relationship between the ground camera
images and the lJAV 3D model rendered images . Specifically, the
proposed approach can overcome the positioning error s. which arc
deterioration and drift in the GPS, and deviation of orientation. The
experimental results demonstrate the possibility of the proposed
virtual-real registration approach, and show that the approach
is robust . efficient and intuitive for AR in large-scale outdoor
environments.

Keywords: Virtual-real registration. outdoor AR. cross -domain
image matching.

Index Terms: Human-centered computing- Visualizution-;vtsu­
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INTRODUCTION

·111e virtual -real registration is a hot topic for AR applications. for
that the performance of the AR is strongly depended on the accuracy
of the virtual-real registration. To date, most of AR applications are
applied for the indoor environments . while few of them pay attention
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to outdoor environments. Due to the huge range of uncontrolled
factors and complexity of the large scale data in the outdoor env i­
ronments . such as the range of scenes become large-scale, hundreds
of objects . dramatic changes of illumination. or the gee -registration
for AR driving in outdoor environments [1].

For AR methods based on visual fiducial markers. it is difficult
to cover such an uncontrolled outdoor environment with pre-placed
markers. Besides. AR application with multiple sensors suffer some
problems, like deterioration in the GPS precision. deviation in the gy­
roscope sensors, drift in the output of inertial and magnetic sensors.
Such factor s sometimes lead to unsatisfactory outdoor AR results.

In this paper, we propose a novel virtual-real registration approach
for AR in large-scale outdoor environments (the detail s are in Section
2). '111e goa l of the approach is to establish the spatial relationship
between the llAV 3D model and the ground camera images. by utiliz­
ing the matching relationship of the UAV 311 model rendered images
and ground camera images (we callthem cros s-domain images).

However, it is challenging to match ground camera images and
llAV 3D model rendered images. because of different image domain.
Besides, rendered images from UAV 3D model lire inevitably con­
taminated with huge distortion, blurred resolution . and obstructions
rbonom in Figure 2). which go beyond the reach of handcrafted
descriptors. c.g. Surf. BRIEF. BRISK. ORB. etc. Thus . we propose
to use deep neuralnetwork to match the different domain image s.
using image patch (blob) to replace traditional keypolnts (learning
invariant feature descriptors for the cross-domain image patches ).

Especially. the siamese and triplet network s are the recent matn ­
stream architecture s in Image patch matching and feature descriptors
learning. II·Net and II -Ncl++ [2] lire the latest work for cross­
domain image patch matching . hutthey arc lime consuming and the
retrieval accuracy by the feature descriptors is nOI enough . In this pa­
per. we use the IlardNet [3] to learn the invnnaut feature descriptor s
for the ground camera images and UAV 311 model rendered images .

Our main contributions arc listed as follows. a) Designing a so-
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Figure 2: Matchi ng cross-domain image pa tch pairs . Top: ground cern­
era image patches; Bottom: UAV 3D model rendered image patches.

turton which indirectly establishes the spatial relationship between
ground camera image and UAV 3D model. b) Image patch fea ­
ture descriptor learned by deep neural network is used instead of
handcraft keypoint for the cross-domain image matching. c) The
proposedapproach is possible. lightweight and intuitive.

Figure 3: AR applications by our virmal-rsal regis tration approach.

3 DATASET

2 METHOD

Obviously. the above derivations verify that the core essential of the
proposed virtual- real registration approach is the matching problem
of UAV 3D model rendered images and ground camera images.

The strategy for matching ground camera images and UI\V 3D
model rendered images is HS follows. l-trst. randomly selecting
2.000 points from the two images: second. extracting the feature
descriptors for these image patches hy the trained network: third .
performing Nearest Neighbor Search (N NS) to retrieve the feature
descriptors. only the TO!' I retrieval results and the COIine similarity
greater than 0.9 are retained: finally . using RA NSAC to filter the
significant mismatched results .

The schematic pipeline of the proposed virtual- real registration ap­
proach for outdoor AR is shown in Figure I . Details are as follows :

Step I : Using UAV to obtain the aerial image sequence of the
large-scale outdoor scene. and using SFM algorithm to reconstruct
the outdoor scene as an (JAV 3D model through the aerial images.
meanwhile. deploying this UAV 3{) model to the cloud server. Step 2:
Using mobile phone to capture a ground camera image which con ­
tains GPS and orientation information. Step 3: Rendering a synthetic
image from the UAV 3D model by the above positioning information
in Step 2. Step 4: Matching the UAV 3D model rendered image and
ground camera image by lI ardNel. Step 5: Calculating the spatial
relationship Irom (JAV 3D model to ground camera image.

In formula. the spattal relationship between the HAV 3D model
and the ground camera image can he defined as:

As shown in Figure I , denoting the tJAV 3D model HS M , ground
camera image as C,. UAV 3D model rendered image as RI. ami the
projection matrix from UAV 3[) model to the rendered image is
f'. Here. P is obtained from the positioning Information (G PS and
orientation} by the mobile phone. First , the relationship between
UAV 3D model rendered image and UAV 3D model is M · P -l- Rt.
second. assuming the transformation matrix for Rt to C, is T, that
is R, ·T --+ (./. ·I1lUS. the spattal relationship for tJAV 3 D model to
ground camera image is HS follow:

4 E XPERIMENTS

For testing the proposed AR virtual-real registration approach. scv­
eral representative scenes on the campus are selected. All of the
experimental AR apphcanon results arc presented in Figure 3. The
nrst row in Figure 3 shows that the virtual label Library real-time
information is registered to library building. TIle carton UFO. carton
spi der -man and NO PARKING sign are registered into the outdoor
environments in Figure 3 (d)-( O respccnvely.

The above experiments demonstrate the capability of the proposed
virtual-real registration approach of AI{ in outdoor environments.
However, there are still some limitations. e.g. the virtual objects
with slight deformation after registration and still with a gap to the
targets.

5 C ONCLU SION

In this paper. we propose a novel. mo bile devices based. portable.
lightweight. efficient. intuitive virtual-real registration approach for
AR in large -scale outdoor environments. We indirectly infer the spa­
tial relationship from 3D space to 2D space hy using the matching
relationship between ground camera images and UAV .~n model ren­
dered images. The application results demonstrate that the capability
of the proposed virtual-real registration approach of A I{ in large­
scale outdoor environments. In the future wor k, we will explore
the influence of illumination. weather and season differences on o ur
approach. and explore to combtnc multiple sensors to improve the
accuracy for the virtual-real registration in outdoor AR applications.

A CKN OWLEDGMENTS

This work is supported by National Natural Science Foundation of
China (No.U I605 254 . 41471379, 61371144).

REFERENCES

As the size of image patches for the input of neural network
should he carefully designed. the size of the cross-domain image
patches is collected between in the neighborhood of 250*250 and
500*500 pi xels . Fina lly, we collect 200JlOO+ labeled matching
cross-domain image patch pairs from the I(UXXl+ corresponding
ground camera images and UAV 3D model rendered images. Some
examples are shown in Figure 2.

(I)M ·P ·T --+ (./

In order to demonstrate the capability of the proposed virtual-real
registration approach of AR in outdoor environments. H 3.square.
kilometer campus is employed as the testing site . Where more than
1(X) buildings are involved. and more rhan 3(UXXl aerial images
of the campus are captured by the lJAY. then lJAV 3D model is
reconstructed by the SFM algorithm (as the pre-constructed UAV
3D model shown in Figure I). In addition. IOJXlO+ ground camera
images arc captured bymobile phone, and the corresponding 10.000 +
rendered trnagcs are generated in the UAV 3D model.

III H.-P. Chiu. V. Murali. R. Villamil. cl al. Augmented reality driving
using semantic gco-regtstranon. In ' f-.F f ; VR.pp. 423---430. 201R.

[21 W. l.iu. X. Shen. C. Wang.I_/.hang. C. Wen. and J. l.i. ll-net: Neural
network for cross-domain image patch matching. In ltuernationai Joilll
ConfC/rllei' 01' Arrifieial'm"lligi'lu·". pp. R56---R63, 20 IR.

13J A. Mishcbuk, 1>. Mishki n, Po Radenovic, et nr. Work ing hard to know
your neighbor's margins: Local descriptor learning loss. In Ad\'UIlCt's in
NFl/rot biform!Jlioll I'rocnsillg S)",\·t<'lI~f, pp- 4826 ·48 37, 201 7.

105J

Authorized licensed use limited to: National Tsing Hua Univ.. Downloaded on January 16,2023 at 07:30:41 UTC from IEEE Xplore.  Restrictions apply. 


