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Abstract—Recent advances in the electronic device manufacturing technology have opened many research opportunities in pervasive

computing. Among the emerging design platforms, “electronic textiles” (or e-textiles) make possible a wide variety of novel

applications, ranging from consumer electronics to aerospace devices. Due to the harsh environment of e-textile components and

battery size limitations, low-power and redundancy techniques are critical for obtaining successful e-textile applications. In this paper,

we consider a platform which consists of dedicated components for e-textiles, including computational modules, dedicated

transmission lines, and thin-film batteries on fiber substrates. As a theoretical contribution, we address the issue of the energy-aware

routing for e-textile platforms and propose an efficient algorithm to solve it. Furthermore, we derive an analytical upper bound for

determining the maximum number of achievable jobs over all possible e-textile routing frameworks. From a practical standpoint, for the

Advanced Encryption Standard (AES) cipher, the routing technique we propose achieves close to or more than 75 percent of this

theoretical upper bound. Moreover, compared to the non-energy-aware counterpart, the new routing technique increases the number

of encryption jobs by one order of magnitude.

Index Terms—Electronic textile, energy-aware routing, pervasive computing.
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1 INTRODUCTION

THE scaling of device technologies opens many research
opportunities in the area of pervasive computing [4]. In

particular, it is now possible to fabricate flexible materials
with sophisticated computing and communication devices
embedded within the material. Such computational fabrics,
or e-textiles, have many applications, ranging from con-
sumer electronics to military, health, security, and aero-
space devices.

A typical e-textile system has to be not only light and
mobile, but also withstand wear-and-tear due to frequent
washing. Due to the potential stress upon e-textile inter-
connects, one solution is to use a communication network
instead of the traditional bus-based architecture. Besides
reliable operation, e-textile platforms have strict processing,
storage, energy, and size constraints per computational
node. Thus, in order to be able to handle complicated
applications over an extended period of time, e-textiles
need to rely on low-power techniques, as well as exploit
redundancy. The target application that runs on an e-textile
platform must be appropriately partitioned to meet the
strict resource requirements per computational node and be
able to self-manage as a whole. In addition, each device
must cooperate with its (redundant) duplicates, especially
when there is little residual energy left. These additional
requirements lead to an interesting and unique design
problem, which is the main objective of this paper.

We select the Advanced Encryption Standard (AES) [7]
as the main driver application running on an e-textile

platform for two reasons. First, AES is a robust encryption
algorithm; since data secrecy plays a critical role in
pervasive computing, exploring the potential of AES for
distributed implementations on e-textile fabrics becomes
very important. Second, in June 2004, IEEE ratified the next
generation of wireless local area network (WLAN) stan-
dard, 802.11i, which requires AES for data encryption. This
further increases the potential of AES for future pervasive
applications.

In order to handle complicated applications over an
extended period of time, electronic textiles need to rely on
low-power techniques and exploit redundancy. To this
effect, we propose an e-textile routing framework (ERF) as a
means to extend the system lifetime by utilizing redun-
dancy. The focus and main contribution are reflected in the
energy-aware routing (EAR) portion of this newly proposed
framework. More precisely, for this online routing algo-
rithm, a routing controller monitors the residual energy
capacity at each processing node and periodically sends the
routing commands to each node in order to avoid creating
energy hot-spots over an extended period of operation.
Other contributions to this framework include topology
selection,1 task mapping, and multiple access network
control features.

To validate the ERF in the context of real technology
constraints, we study the distributed implementation of
AES on e-textiles as follows: First, we partition the AES
cipher into several tasks (each performing a unique
function) which we fully design and synthesize in Verilog.
This helps us use realistic power and performance numbers
in the experimental part. A cycle-accurate network simu-
lator, et_sim, has been developed as a byproduct of this
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1. Mesh topology is discussed in this paper because of the availability of
the weaving technology of embedding copper wires and circuits into
garments in a crisscross pattern (see [18]).
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work for determining the power and performance figures of
e-textile platforms. The electrical characteristics of the
dedicated components extracted from our Verilog modules,
plus the data from [6] and [10], are fed into et_sim and used
to compare the EAR results against the non-energy-aware
routing counterpart.

From a theoretical standpoint, our contributions are
twofold. The first contribution is the formulation of the ERF
problem for e-textile applications and the online energy-
aware routing algorithm (EAR) which can be used to solve
it. The second contribution is the derivation of an analytical
upper bound for the achievable number of completed jobs
using arbitrary topologies. According to our simulation
results, EAR achieves approximately 75 percent of the
analytical upper bound and exceeds its non-energy-aware
counterpart by a factor between 6 to 21 times. We point out
that the methodology and theoretical results presented here
can be applied to any e-textile applications, either wearable
or nonwearable (e.g., e-textiles hanging on the walls,
carpets, etc.).

The remainder of the paper is organized as follows: In
Section 2, we summarize related work. We formulate the
problem of the e-textile routing framework in Section 3. In
Section 4, we present the analytical upper bound for all
possible e-textile routing frameworks. Section 5 outlines the
architectural issues, the battery model, and detailed plat-
form description. The online energy-aware routing algo-
rithm is discussed in Section 6. We present the experimental
results for the AES cipher and compare them with the
analytical upper bound in Section 7. In Section 8, we
conclude by summarizing our main contribution and
suggest future extensions of this work.

2 RELATED WORK

There has been some recent work on embedding electrical
components into wearable fabrics. For instance, the authors
of [1] and [2] demonstrate the idea of attaching off-the-shelf
electrical components to traditional clothing materials and
also provide means to weave user interfaces (and even chip
packages) directly into fabric during textile manufacturing.

On the other hand, dedicated e-textile devices such as
textile transmission lines (e.g., [6]) and batteries (e.g., thin-
film batteries [10], [11]) are currently under development.
The routing of electrical power and communication through
a wearable fabric is addressed in [3]. It provides a detailed
account of the physical and electrical components for
routing electricity through suspenders made of fabric and
embedded conductive strands, as well as a data-link layer
protocol on a Controller Area Network (CAN) bus.

A complete apparel with embedded computing elements
is described in [19]. The authors describe a survival cloth-
ing prototype designed to provide the sensors (e.g., heart
rate monitors and thermometers), as well as the commu-
nication and position aids. In [26], the authors present a
prototype of the acoustic beamforming array, a prototype of
the shape-sensing e-textile garment and a simulator,
Ptolemy II, which can model the motion of a person
wearing the e-textile garment and the effect of fault in
e-textile systems. Besides, the “wearable motherboard”
project [17] is a substrate that permits the attachment of

computation and sensing devices in much the same manner
as a conventional PC motherboard. Its proposed use is to
monitor vital signs of its wearer and perform some data
processing. All components of the above prototypes obtain
power from a centralized power source and the user
interacts with them through a single user interface.

Several architectures with distributed deployment of
batteries are proposed in [5]. Adaptive techniques, such as
code migration and remote execution, applied to redun-
dantly deployed nodes have also been discussed to increase
the operational lifetime of the e-textile applications. How-
ever, these techniques do not apply to ASIC-style e-textile
implementations, as is our case, due to the requirement of
using reprogrammable devices (e.g., processors and mem-
ories) as computational nodes.

In contrast to these previous research efforts, we
investigate techniques for energy-aware routing meant to
increase the operational lifetime of an e-textile system, as
well as the achievable number of completed jobs. These
techniques apply to both programmable devices and fixed
devices. We note that, although they look similar, the
problem of breaking a task down into pieces and assigning
them to various nodes on an e-textile platform cannot be
simply recast as a problem of minimizing the execution
time (and/or energy consumption) in the field of parallel
computing (where, typically, a task is partitioned into
pieces and each piece is assigned to nodes such that
execution time is minimized). The incompatibility between
these two problems comes from the fact that the function-
ality of the devices used in parallel computing is homo-
geneous, while the ASIC-style e-textile devices are
essentially heterogeneous, each performing a fixed, unique
function.

In the area of wireless ad-hoc/sensor networks, there has
been a considerable amount of work on energy-aware
routing algorithms (e.g., [12], [13], [20], [21], [22], [23], [24])
aimed at extending network lifetime. These algorithms can
be viewed as different attempts to combine the key
elements of two basic (complementary) routing approaches:
Minimum Energy (ME) routing, which selects the route
with the least total link energy cost, and Max-min routing,
which selects the route with the least residual node energy.
However, these two approaches and their variations cannot
be applied to e-textile platforms for two reasons. First, they
consider wireless communication as the major source of
power consumption, while computation cost dominates the
power consumption for wired e-textile applications. Second,
their resource requirements (e.g., memory, processing
speed, and power) during searching an optimal/subopti-
mal path are often too high to be implemented on an e-
textile platform. These major differences motivate the need
for developing a resource-efficient energy-aware routing
algorithm specifically designed for e-textile applications;
this is precisely one of the main objectives of this paper.

To this end, we follow the same general distributed
deployment scheme of batteries as in [5], but, due to
potential link failures, we target a network architecture
instead of a bus-based architecture. Also, unlike [5],
dedicated devices (e.g., ASICs) and reprogrammable
devices (e.g., processors) are supported as computational
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nodes in our architecture. These differences make our
routing framework quite unique.

3 PROBLEM DESCRIPTION

The main objective of this paper is to propose an e-textile
routing framework (ERF) which can increase the number of
completed jobs for e-textile applications. This e-textile
routing framework consists of four distinct steps, namely:

1. Selecting the appropriate network topology.
2. Mapping from application tasks to network nodes.
3. Defining an online routing algorithm.
4. Defining an appropriate control mechanism.

As such, the ERF we propose refers to a complete
methodology consisting of several design steps. One should
also note that, while the network topology and the task
mapping are determined during the design stage and
remain fixed afterward, the online routing algorithm adapts
to the current state of the system (e.g., residual energy) in
order to enable lifetime2 maximization.

Obviously, such a problem space is too big to be
completely explored in practice. Therefore, we approach
this problem as follows: We first formulate the ERF problem
(Section 3) and then derive the upper bound for the system
lifetime an arbitrary ERF can achieve. Afterward, we focus
on the online routing step of this framework and propose
the energy-aware routing (EAR) algorithm (Section 6).
Finally, given the resource constraints, we show the
performance gains due to the proposed EAR algorithm
and compare the system lifetime achievable under the EAR
algorithm against the analytical upper bound (Section 7).

To define the problem formulation for the e-textile
routing framework, we first assume that 1) the target
application is prepartitioned into several application tasks,
which are implemented by customized modules or are
available as IP cores in a library, and 2) the target e-textile
system is composed of a wired communication network
which connects many active and idling nodes. Each
application task performs a unique (fixed) function and
cooperates with other application tasks to complete the job
by exchanging packets of fixed length. An instance is an
entity of the hardware module which implements exactly
one application task; it is possible that each application task
has multiple instances across the network. Each in-stance
resides at a physical location, namely, a node, in the
network.

The hardware redundancy is exploited to extend the
system lifetime. However, the level of redundancy (in terms
of the total number of the tasks’ instances) is bounded
above by the number of physically available nodes in the
network. Let us consider Fig. 1 as an example. There are
16 physically available nodes in the network: 12 of them
(shown as solid circles) are instances of three application
tasks (shown in white, light gray, and dark gray colors),
while four of them (the dotted circles) remain unused. In
theory, the existence of unused nodes is possible, but, as we
shall discuss in Section 4, using all available nodes helps

maximize system lifetime. Therefore, in practice, “node”
and “instance” are synonyms in the sense that each instance
physically resides at a node and each node has exactly one
instance residing at it.

It is assumed that each node has its own attached battery
and, for simplicity, all batteries have the same initial
capacity. In this paper, a fiber-shaped thin-film battery
[10] is used in the simulation setup. However, the
theoretical results hold also for any other battery that does
not get recharged.3 A node is considered dead when its
attached battery is completely depleted, while the target
system dies when a node which is running an operation
(but hasn’t finished the operation yet) becomes dead.

An operation is defined as the act of computation of any
application task and the subsequent act of communication
(e.g., buffering and switching/forwarding) until the origi-
nated packet arrives at the next node which can be either an
intermediate node or the final destination node. Typically, a
job is completed after several operations. For instance, the
encryption of a 16-byte block using 128-bit AES algorithm
(shown in Fig. 2) takes 10 operations of task SubBytes/
ShiftRows, 9 operations of task MixColumns, and 11 opera-
tions of task AddRoundKey.

In general, the hardware modules which implement the
application tasks can be either fixed or reprogrammable,
but the remapping techniques (e.g., code migration and
remote execution [5]) on reprogrammable modules are not
considered in this paper. Instead, it is assumed that, once
decided, the application mapping onto architecture remains
fixed. This avoids not only the difficult problem of
predicting the overhead caused by the remapping techni-
ques (which is highly dependent on architecture and
application itself), but also the requirement of using
reprogrammable components.

For simplicity of exposition, in the remainder of this
paper, the attributes of a task are referred to as the
corresponding attributes of the hardware module imple-
menting that task. For example, “task 1 consumes 120.1pJ”
means that the corresponding hardware module consumes
120.1pJ per act of computation.

Given a network topology and a fixed mapping from

application tasks to the network nodes, the routing

algorithm addresses the issue of routing each network

packet from the source(s) to the destination(s). One routing

option is to route the packets along the shortest physical

distance, ignoring other factors such as the residual battery
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energy. Another option is to broadcast the packets over all

links and then flood the network. In general, a routing

algorithm implies making decisions at each routing node as

to where to forward a packet and when to do so.

Due to the limited processing, memory, and energy

resources, an efficient online routing algorithm for e-textile

platforms needs to have two features. The first feature is the

ability to exploit redundancy for lifetime maximization.

Indeed, such an online routing algorithm needs to decide at

runtime where to forward a packet without any prior

knowledge of where exactly the packet destination is.4 The

second feature is the requirement of relying on moderate

resources. In this work, we propose the energy-aware

routing (EAR) algorithm which takes the routing decisions

at runtime based on the remaining battery capacity, as well

as the available functionality at different nodes. The

detailed description of our routing algorithm is given in

Section 6.
To present the formulation of the e-textile routing

framework, we summarize the basic parameters in Table 1.

As we can see, some parameters in Table 1 depend only

on application and architecture. Take 128-bit AES as an

example. An encryption job (shown in Fig. 2) involves

10 operations of task 1 (Subbytes/Shiftrows), 9 operations of

task 2 (Mixcolumns), and 11 operations of task 3 (Addround-

key); therefore f1, f2, and f3 are 10, 9, and 11, respectively.

Other parameters also depend on the routing algorithm and

the control mechanism. For instance, the induced overhead,

OHj, and the total energy consumption during commu-

nication, Cj, are such examples.

With these notations available, the problem of determin-

ing the e-textile routing framework for lifetime maximiza-

tion (defined as the number of completed jobs), under

resource constraints, can be formulated as follows:

Given:
Data flow of the target application, specifically p and fi, 8i.
Tasks energy consumption per act of computation, Ei, 8i.
The battery budget, B, and the node budget, K.

Determine:
The optimal e-textile routing framework which max-

imizes the number of jobs completed over all possible
e-textile routing frameworks, that is,

maxERF ðJ ðERF ÞÞ

such that

1Þ
Xp
i¼1

ni � K

2Þ
X
j2Si

xj=fi � JðERF Þ � 0; 8i ¼ 1; 2; . . . ; p

3Þ EiðjÞxj þ Cj þOHj � B; 8j ¼ 1; 2; . . . ; K;

where xj is the actual number of operations at node j before
the target system dies and the subscript iðjÞ denotes the
type of application task that node j implements.

The first condition in the above formulation restricts the
total number of instances of application tasks up to the
number of available nodes because a node is not allowed to
implement more than one application task. The second
condition ensures that J ðERF Þ jobs are completed under the
e-textile routing framework ERF. The last condition
guarantees that the target system remains alive before
JðERF Þ jobs are completed. Among all possible e-textile
routing frameworks, the one which satisfies all these
conditions and maximizes the number of completed jobs
represents the optimal solution we are looking for.

748 IEEE TRANSACTIONS ON COMPUTERS, VOL. 55, NO. 6, JUNE 2006

4. This is because each task has multiple instances across the network
and the packet destination can be any of these instances.

Fig. 2. The pseudocode of the AES cipher.

TABLE 1
Parameter Notation



4 ANALYTICAL RESULTS

The objective of this section is to derive the upper bound for
the number of completed jobs which an arbitrary e-textile
routing framework can achieve, given a set of resource
constraints. To this end, we first define the ideal e-textile
routing framework (ERF �), which has the following four
features:

1. The topology of ERF � is chosen to perfectly match
the data flow of the target application.

2. The mapping from application tasks to the network
nodes is considered optimal. Specifically, for each i,
the number of instances of application task i (ni) is
optimal. Furthermore, for each i, we expand the
domain of ni from positive integers to positive real
numbers for the sake of mathematical tractability.

3. An incomplete operation due to node battery
depletion can continue the remaining fraction of
operation at a living node that performs the same
functionality without incurring any cost.

4. The overhead of the ideal routing framework caused
by the control mechanism is negligible.

To give a little intuition, feature 1 above implies that
ERF � consumes the least amount of energy during
communication. Feature 2 ensures that an application task
with higher power consumption has more instances to
distribute that task’s load. Feature 3 implies that the target
system under ERF � is alive as long as there exists (at least)
a running instance for each application task. Taken
together, all four features imply that no routing framework
outperforms ERF � in terms of maximizing system lifetime.

We note that features 1, 3, and 4 reduce the complex ERF
problem to the problem of optimizing the number of
instances for each application task. To complete a job, the
application task i has to perform fi operations, each
consuming Ei þ ci, while doing computation and commu-
nication, so the energy consumption sums up to the
normalized energy consumption, "i ¼ fiðEi þ ciÞ. The tar-
get system under the e-textile routing framework ERF �

dies when all instances of some application task run out of
their batteries. Therefore, the number of completed jobs
under ERF �, assuming the number of instances of task i is
ni, where 1 � i � p, is bminðn1B="1; n2B="2; . . . ; npB="pÞc.
Since no other e-textile routing framework outperforms
ERF �, the achievable number J ðERF Þ of completed jobs
under an arbitrary e-textile routing framework ERF is
bounded above by

J ðERF Þ � JðERF �Þ

¼ max
n2 ðRþÞp:

Pp

i¼1
ni�K

min
n1B

"1
;
n2B

"2
; � � � ; npB

"p

� �$ %

� max
n2 ðRþÞp:

Pp

i¼1
ni�K

min
n1B

"1
;
n2B

"2
; � � � ; npB

"p

� �
;

ð1Þ

where n is a vector5 defined as ðn1; n2; . . . ; npÞ, Rþ denotes
the positive real numbers, and ðRþÞp denotes the set of
vectors consisting of p ordered positive real numbers.

Now, we are ready to derive the upper bound but need

to first give a few helpful results. The following lemma

implies that, given a set of nodes, using all of them gives a

better or equal performance compared to just using a subset

of them.

Lemma 1. For any positive constant ai and any positive

variable xi, where i ¼ 1; 2; . . . ; p, the following equality:

max
x2 ðRþÞp:

Pp

i¼1
xi�K

minða1x1; a2x2; � � � ; apxpÞ

¼ max
x2 ðRþÞp:

Pp

i¼1
xi¼K

minða1x1; a2x2; � � � ; apxpÞ

always holds.

Proof. Denote the domain fx 2 ðRþÞp : �ixi ¼ Kg by � and

the domain fx 2 ðRþÞp : �ixi � Kg by �. The following

inequality holds:

max
x2�

minða1x1; a2x2; � � � ; apxpÞ

� max
x2�

minða1x1; a2x2; � � � ; apxpÞ

because the domain � is a subset of the domain �.
Consider the mapping from � to �. For any

element x 2 �, the corresponding element in �,
x0 ¼ ðx01; x02; ; . . . ; x0pÞ, is defined as

ðx1; x2; . . . ; xp�1; K � x1 � x2 � . . .� xp�1Þ:

Since xi � x0i and, hence, aixi � aix0i for all i, we get

max
x2�

minða1x1; a2x2; � � � ; apxpÞ

� max
x02�

minða1x
0
1; a2x

0
2; � � � ; apx0pÞ:

Therefore, we have proven that the equality

max
x2 ðRþÞp:

Pp

i¼1
xi�K

minða1x1; a2x2; � � � ; apxpÞ

¼ max
x2 ðRþÞp:

Pp

i¼1
xi¼K

minða1x1; a2x2; � � � ; apxpÞ

always holds. tu
Lemma 2 below gives us a hint on how to solve the max-

min problem by providing an upper bound for it.

Lemma 2. If the constants ais and variables xis, where

i ¼ 1; 2; . . . ; p, are all positive, then

max
x2 ðRþÞp:

Pp

i¼1
xi¼K

minða1x1; a2x2; � � � ; apxpÞ � J�;

where

J� ¼ KPp
i¼1 1=ai

:

The equality holds when xi ¼ J�=ai, for all i.

Proof. We prove this inequality by contradiction. Assume

that

max
x2 ðRþÞp:

Pp

i¼1
xi¼K

minða1x1; a2x2; � � � ; apxpÞ > J�:
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By subtracting J� from both sides of the above inequal-

ity, we get:

max
x2 ðRþÞp:

Pp

i¼1
xi¼K

minða1x1 � J�; � � � ; apxp � J�Þ > 0: ð2Þ

Now, define yi ¼ xi � J�=ai, for 1 � i � p, and use the
y notation (defined in footnote 5). We know that yis sum
up to zero since

Xp
i¼1

yi ¼
Xp
i¼1

xi � J�
Xp
i¼1

1

ai

¼
Xp
i¼1

xi �K ¼ 0:

So, (2) is equivalent to

max
y :
Pp

i¼1
yi¼0

minða1y1; a2y2; � � � ; apypÞ > 0:

Since ais are all positive, the above inequality implies
there exists (at least) one y such that all of its components
yis are positive. However, this is impossible because yis
sum up to zero. Therefore, the initial assumption is false.
Note that, by inspection, the equality in Lemma 2 holds
when xi ¼ J�=ai, for all i. So we have proven Lemma 2.tu

Now, we are able to derive an upper bound for system

lifetime, in terms of the number of completed jobs, over all

possible e-textile routing frameworks.

Theorem 1 (Upper bound for the achievable number of

completed jobs). Given the application parameters p and fis,

the energy consumption for each application task Ei, the

battery budget B, and the total number of available nodes K,

the maximum number of completed jobs is given by

J� ¼ KBPp
i¼1 "i

;

where "i is the normalized energy consumption of application

task i. Furthermore, the optimal number of instances of

application task i is given by

n�i ¼
K "iPp
j¼1 "j

for 1 � i � p.

Proof. From (1), we have the following upper bound for the

number of completed jobs under an arbitrary e-textile

routing framework ERF:

J ðERF Þ � max
n2 ðRþÞp:

Pp

i¼1
ni�K

min
n1B

"1
;
n2B

"2
; � � � ; npB

"p

� �

¼ max
n2 ðRþÞp:

Pp

i¼1
ni¼K

min
n1B

"1
;
n2B

"2
; � � � ; npB

"p

� �
;

where the last equality follows from Lemma 1. Using

Lemma 2 and substituting ai with B="i and xi with ni for

each i, it is easy to derive the upper bound

max
n2 ðRþÞp:

Pp

i¼1
ni�K

min
n1B

"1
;
n2B

"2
; � � � ; npB

"p

� �

¼ KBPp
i¼1 "i

¼ J�

and show that n�i is the optimal number of instances for

application task i, where i ¼ 1; 2; . . . ; p. tu
Theorem 1 not only gives us a tight upper bound for the

achievable number of completed jobs, but also reveals an

important design rule: For each i, the optimal number n�i of

instances of application task i is proportional to the corre-

sponding value of the normalized energy consumption, "i.

We will come back to this design issue later in Section 5. For

now, let us see the details of the platform we consider.

5 PLATFORM DESCRIPTION

Although our proposed e-textile routing framework applies to

any e-textile application, successful research requires

validating the methodology in the context of real constraints

and application requirements. Hence, we focus on the AES

cipher as an illustrative example of our work. For a fair

comparison, the proposed energy-aware routing framework

and its non-energy-aware counterpart are kept identical

except for their routing algorithms, which are the energy-

aware routing algorithm (EAR) and the shortest-distance

routing algorithm (SDR), respectively.
We first address the battery modeling issue for the thin-

film batteries. We also present the energy models of the

computational hardware modules and the transmission

lines for the AES cipher implemented on e-textiles. Using

measured data, we find out that, for the AES cipher, the

power consumed on the transmission lines is not negligible

compared with the power consumed in the computational

modules. This suggests that, for e-textiles, the remaining

battery capacity, as well as the distances of the routing

paths should be considered when taking the routing

decisions.

5.1 AES Partitioning and Computation Energy
Consumption

We outline the pseudocode of the AES cipher in Fig. 2. For

the AES version with 128-bit key, Nb ¼ 4 and Nr ¼ 10. Due

to the limited capabilities for raw processing and limited

battery capacity, the entire system has to be partitioned into

several tasks and, obviously, none of these tasks should

consume a large amount of power. Finally, the following

partitioning scheme is used:

. Task 1: SubBytesð Þ=ShiftRowsð Þ.

. Task 2: MixColumnsð Þ.

. Task 3: KeyExpansion/AddRoundKey( ).

We specified all these tasks in Verilog and synthesized

them with the Synopsys Design Compiler using a 0.16�m

technology library. While these tasks6 can operate at clock

frequencies up to 233MHz, the power consumption

measured at 100MHz is used a reference. The energy
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6. For simplicity of exposition, the property of the hardware implmenta-
tion of some application task is referred to as the property of that task.



consumption values, per act of computation, are shown in
Table 2.

5.2 Electrical Characteristics of Transmission Lines
and Communication Energy Consumption

The electrical characteristics of dedicated e-textile transmis-
sion lines of various lengths are taken from [6]. The con-
ductive fabrics contain polyester yarns that are twisted with
one copper thread of 40�m diameter and are insulated with
a polyesterimide coating. Our SPICE simulations help
estimate the energy consumption values per bit-switching
activity (Table 3). These values, multiplied by the packet
size, represent the energy required to transmit a packet over
these transmission lines and, consequently, are fed into our
network simulator, et_sim.

5.3 Battery Modeling

E-textile systems have to be light, flexible, and slim so that
they can be easily embedded into the fabric. Due to these
reasons, the novel thin-film batteries [10], [11] are a good
candidate to be used for e-textile platforms. Fig. 3 shows the
discharge voltage profile of a Li-free thin-film battery [10].
The discharging characteristic, together with the discrete-
time model in [8], is implemented in our network simulator,
et_sim.

The reasons for adopting such a battery modeling
approach are twofold. The first reason is the need for
speeding up the simulation process. Indeed, instead of
building a slow, mixed-mode simulator and accurately
simulating the continuous-time discharging characteristics
of the thin-film battery and the discrete-time digital circuit,
we adopt the discrete-time battery modeling, where a
simulation cycle �t ¼ �=5 is sufficient to model the first and
second-order effects and the transient behavior of the
battery. This facilitates the implementation of a fast,
discrete-time network simulator. The second reason for
discrete battery modeling is determined by the levels of
accuracy (typically within 15 percent [8]) acceptable in this
kind of simulation. Since the actual capacity of any group of

cells may vary by as much as 20 percent (even between

identical units), a level of 15 percent accuracy is very

reasonable.
To reduce the simulation time, the initial (nominal)

capacity of the thin-film battery is limited to B ¼ 60nJ. We

also assume that the corresponding discharging profile

shrinks proportionally in the horizontal direction and a

node is dead after the output voltage of its attached battery

drops below 3.0 Volts. This conservative threshold avoids

getting incorrect execution data, which may be produced

due to a significant drop in the supply voltage.

5.4 Mapping the AES Application Tasks onto the
Mesh Architecture

As Theorem 1 shows, the normalized energy consumption

per task ("i) is a key factor for mapping the application tasks

to the network nodes. Based on Theorem 1, task 3, which

consumes the highest normalized energy among all three

application tasks, has a large number of instances, so these

instances can share the heavy workload.
Consider any node with coordinates ðx; yÞ where x and y

are positive integers. We map task 1 to the ðx; yÞ node if

mðxÞ þmðyÞ ¼ 2 or task 2 if mðxÞ þmðyÞ ¼ 0 or task 3 if

mðxÞ þmðyÞ ¼ 1, where mðxÞ is defined as x modulo 2. This

task mapping process is mostly a trial-and-error process, as

illustrated in Fig. 4. In this representation, Fig. 4a shows a

smart shirt with several blocks connected through a wired

network, while Fig. 4b zooms in to the region where the

AES tasks are mapped using a 4� 4 mesh network.
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TABLE 2
The Energy Consumption per Act of Computation for Different

Tasks Measured Directly on Verilog Implementations

Tasks 1, 2, and 3 perform SubBytes/ShiftRows, MixColumns, and
KeyExpansion/AddRoundKey, respectively.

TABLE 3
Energy Consumption Values of Dedicated Transmission Lines

Fig. 3. Discharge curve of thin-film batteries (from [10]).

Fig. 4. (a) Network-based e-textile architecture. (b) The mapping of the
AES using a 4-by-4 mesh network with a few redundant instances for
each application task. Here, the number n inside a circle indicates that
node is a hardware module (i.e., an instance) performing application
task n.



5.5 The Control Mechanism

A control mechanism for energy-aware routing is necessary
to allow exchanging the control information (namely, the
battery remaining capacity and the routing information)
among the network nodes. For e-textile applications, the
energy efficiency of the control mechanism is a must due to
the limited battery resources. At the same time, due to
limited storage resources, the routing table stored at each
node in the network has to be as small as possible.

Each node may or may not decide the routing path on its
own. Considering the energy efficiency issue, a centralized
control mechanism is preferred because of its simplicity and
energy efficiency in wired networks. Indeed, the potential
overhead associated to gossiping the control information
and also the complicated router design make a distributed
control mechanism highly unsuited for e-textile systems.

In our implementation of the AES cipher, a time division
multiple access (TDMA) scheme is used to schedule the
control information because, under this policy, the
AES nodes can go to idle or sleeping states (and then save
energy) most of the time. In addition, we designed a central
controller that makes the routing decisions for all the
AES nodes and distributes them through a shared commu-
nication medium.

The centralized control mechanism based on the TDMA
scheme (see Fig. 5) consists of several active and idle
centralized controllers, several AES nodes, and a shared
communication medium. During their own upload slots,
the AES nodes report their status to the controllers. Based
on the reported information, the active controller decides
the routing paths for all AES nodes and then the
information about the next hops is sent to the correspond-
ing AES nodes through the shared medium during the
upcoming download phase.

As such, the shared communication medium is used only
for exchanging the control information. Under the TDMA
scheme, the width of the shared medium is typically very
narrow (e.g., 2 bits wide as a typical value). In addition,
compared to the significant performance gains (see
Section 7.1), the percentage of energy consumed on the
shared medium is small (ranging from 2.8 percent to
11.6 percent in our experiments). Therefore, backing up the
information sent over the shared medium, in case of
failures, is feasible even under the strict resource constraints
that characterize e-textile platforms.

As we have seen in Section 5.2, a shorter shared
medium consumes less energy while exchanging the
control information. In our simulator, et_sim, the length
of the shared medium is set to the length of the shortest
curve crossing over all nodes in a mesh network. More
precisely, assuming that all nodes in an r-by-c mesh
network are 1cm away from their nearest neighboring
nodes, the length of the shared medium is ðrc� 1Þ cm.
Given the length of the shared medium, the energy per

bit consumed on transmitting the control information can

be linearly interpolated using data in Table 3.
To make our solution complete, we also provide a

deadlock recovery mechanism for the TDMA scheme:

When a job stays at a node for more than a preset threshold

period, that particular node reports the occurrence of

deadlock during its next upload slot. The controller then

sends the new routing instruction to that node to redirect

the job along an unlocked path during the next download

phase.
In our design of the TDMA scheme, assuming that a

node has up to NP output ports and the remaining battery

capacity is partitioned into NB levels, a time frame takes

Kðdlog2 NBe þ dlog2ðpþ 1ÞeÞ bits for the upload phase and

Kpðdlog2 NP eÞ bits for the download phase. The number of

bits transmitted (per time frame) over the shared medium is

linear with the total number of the AES nodes in the

network K, so the TDMA scheme is scalable.
In terms of occupied area, the routing tables at nodes are

very small: Each AES node has p entries in its routing table

and each entry has the length of dlog2 NP e bits. To simplify

the hardware implementation, only one node has the read/

write access to the shared medium in each cycle. For the

AES cipher in a mesh network (i.e., NP ¼ 4) with K nodes

and an n-bit shared medium, a full time frame takes

Kðd4=ne þ d6=neÞ cycles. In our implementation, the size of

the routing table at each node is 6-bit.

6 COMPARISON BETWEEN THE EAR AND SDR
ALGORITHMS

The EAR algorithm and its shortest distance routing

counterpart (SDR) have been developed to decide the

routing paths online, based on the monitored information

about the system. Both EAR and SDR have the capability of

recovery from deadlock.
When the currently reported system information differs

from the previous one, the controller executes the routing

algorithm in order to instruct the nodes on how to modify

their routing tables. SDR generally selects the shortest path,

while EAR determines the path based on the reported

battery information. Both SDR and EAR consist of three

phases that are detailed next.
In the first phase, for both SDR and EAR, a weight is

assigned to each directed interconnect. The network

topology is represented as a directed graph G ¼ ðV ;EÞ,
where V is the set of vertices and E is the set of edges.

For convenience, our algorithms use an adjacency-matrix

representation. The edge weight matrix, W ðSDRÞ ¼ ½W ðSDRÞ
ij �,

of SDR is set to

W
ðSDRÞ
ij ¼

0 if i ¼ j
Lij if i 6¼ j and ði; jÞ 2 E
1 if i 6¼ j and ði; jÞ 62 E;

8<
:

where Lij is the length of the directed interconnect. On the

other hand, the edge weight matrix W ðEARÞ ¼ ½W ðEARÞ
ij � of

EAR is set to

752 IEEE TRANSACTIONS ON COMPUTERS, VOL. 55, NO. 6, JUNE 2006

Fig. 5. The TDMA scheme used to implement the control mechanism.



W
ðEARÞ
ij ¼

0 if i ¼ j
fðNBðjÞÞ Lij if i 6¼ j and ði; jÞ 2 E
1 if i 6¼ j and ði; jÞ 62 E;

8<
:

where NBðjÞ 2 Zþ is the reported battery level of node j,
0 � NBðjÞ < NB, and fð�Þ is a weighting function. In our
experiments, fðnÞ is set to 2QðNB�1�nÞ, where Q > 0 is a
constant used to strengthen the impact of the remaining
battery capacity.

During the second phase, for all pairs of nodes, we
compute the K-by-K shortest-path matrix D ¼ ½Dij� and the
K-by-K successor matrix S ¼ ½Sij�, for 1 � i; j � K, where K
denotes the budget of nodes, Dij is the shortest distance
from node i to node j, and Sij is the successor of node i
along the shortest path to node j. A variation of the Floyd-
Warshall algorithm of complexity Oðn3Þ (see [9]) is used to
compute all-pairs shortest paths and their successors; the
pseudocode is given in Fig. 6. In line 1 of the pseudocode in
Fig. 6, the initial edge weight matrix W is set to W ðSDRÞ for
SDR and is set to W ðEARÞ for EAR.

The third phase has to determine the destination node
(among several candidate nodes with the same function-
ality) and avoid using the ports which are currently in a
deadlock state. The pseudocode of this phase is shown in
Fig. 7. Note that the recovery from deadlock is ensured due
to the if-branch in line 5 of the pseudocode.

The third phase yields a running time of Oðn2Þ. This is
because the total number of executions of line 5 is
ðn1 þ n2 þ . . .þ npÞ ¼ K2. The hidden constant of the third
phase is close to zero when few deadlock and/or conges-
tion situations occur (lines 5-8 in Fig. 7). Even in case of
severe deadlock/congestion, the hidden constant in the
third phase is at most equal to that in the second phase.
From the above arguments, we conclude that, for either
EAR or SDR, the complexity is Oðn3Þ, the hidden constants
are small, and most of the running time is spent in the
second phase. Thus, EAR and SDR are practical algorithms
for routing on graphs consisting of tens to a few hundred
nodes.

7 EXPERIMENTAL RESULTS

As justified in Section 3, due to its complexity, it is
impossible to fully explore the design space of the e-textile
routing framework. Therefore, given the network topology,
mapping technique, and control mechanism (as in
Section 5), this section focuses on the performance gains
of the online energy-aware routing algorithm, EAR.

To evaluate the performance gains that can be achieved
under EAR, we simulate the AES cipher using mesh
networks of various sizes. The results are compared with
those obtained by using its non-energy-aware counterpart,
SDR. The experimental results are also compared with the
analytical upper bound derived in Section 4 to illustrate
how much room for further improvement still exists. In
addition, multiple concurrent jobs are fed into the target
system to see the effectiveness of the developed deadlock
recovery mechanism.

Throughout Sections 7.1 to 7.3, it is assumed that a single
controller with infinite energy resource is deployed and,
therefore, the system dies only when some critical node
dies. In order to study the impact of controller failures on
the system lifetime, this single-controller architecture with
infinite-energy will be replaced in Section 7.4 by the finite-
energy multiple-controller architecture. In the multiple-con-
troller case, each controller cooperates with other control-
lers by using remote execution [25]. When the remaining
battery capacity of the active controller is below a threshold,
it requests remote execution and another alive controller, if
one exists, takes over its role.

The cycle-accurate network simulator, et_sim, supports,
in the default mode, any 2D mesh network with the task
mapping technique described in Section 5.4. Since many
factors (e.g., energy consumed on computational compo-
nents and transmission lines, the discharging characteristics
of batteries, etc.) have a significant impact on the
performance, et_sim models them accurately using their
actual values (see Section 5 for details).

7.1 EAR versus SDR

In the first set of experiments, a new job is launched when
the previous one is completed. In other words, there is
exactly one job running in the target system and, conse-
quently, no buffering at nodes is needed. As discussed in
Section 5.3, the battery model is based on the discharging
characteristics of a thin-film battery together with a
discrete-time approximation. The performance data is
collected when the target system becomes dead.

The experimental results of performance gain are shown
in Fig. 8. It is observed tha, EAR does better than SDR by a
factor between 6 to 21 times, depending on the size of the
network.
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Fig. 6. The second phase of the EAR and SDR algorithms.

Fig. 7. The third phase of the EAR and SDR algorithms.



In addition, we also tested two low-overhead configura-
tions where the remaining battery capacity is partitioned
into four levels, i.e., NB ¼ 4. The performance comparison
between EAR and SDR in this configuration is shown in
Fig. 9. Compared with the significant performance gains
ranging from 5 to 15 times, the overhead caused by the
control mechanism in the two configurations is indeed very
small: As shown in Fig. 10, the percentage of energy
consumed on exchanging the control information divided
by the total energy consumption in 4� 4, 5� 5, 6� 6, 7� 7,
and 8� 8 mesh networks is only 2.8 percent, 3.1 percent,
4.1 percent, 9.3 percent, and 11.6 percent, respectively.

It should be noted that, in the experiments for EAR with
1-bit wide shared medium in the 7� 7 and 8� 8 networks,
the performance drops to the same level as in SDR (see
Fig. 9). This is because exchanging the control information
through the 1-bit shared medium is too slow to compensate
for the actual battery depletion: The durations of the time
frames in the TDMA scheme for the 7� 7 and 8� 8
networks are approximately equal to the lifetime of some
critical nodes in the mesh networks. Increasing the width of
the shared medium to more than 1 bit makes EAR perform
better than SDR in large networks, which is also obvious
from data in Fig. 9. In practice, since the capacity of a fully
charged battery is, by several orders of magnitude, larger
than the value used in our experiments, the degradation

will either not happen at all or will only occur when the

total number of nodes is very large.

7.2 EAR versus Theoretical Upper Bound

In Table 4, the number of jobs completed under EAR is

compared against the corresponding theoretical upper

bound given in Theorem 1. For a fair comparison, the

battery model of the Li-free thin-film battery is replaced

with the ideal battery model, which outputs constant

voltage with 100 percent efficiency until depletion.
The parameters used in calculating the theoretical upper

bound are as follows: The packet size is 260-bit with the fol-

lowing breakdown: 128 bits reserved for the data block,

128 bits reserved for the encryption key,7 and the last 4 bits

reserved for the round number.8 We know that the energy

consumption per bit-switching over a 1cm transmission line

is 0.4472pJ (see Table 3), so the energy consumption per act

of communication, under the ideal e-textile routing frame-

work ERF �, is ci ¼ 0:4472 � 260 ¼ 116:272 pJ for all i. Using

the formula "i ¼ fiðEi þ ciÞ, where the values of Eis can be

found in Table 1, and substituting f1, f2, and f3 by 10, 9, and

11, respectively, we get the values of normalized energy

consumption for the three tasks (described in Section 5.1):

"1 ¼ 2; 363:72 pJ, "2 ¼ 1; 706:508 pJ, and "3 ¼ 3; 221:042 pJ.

Further, substituting these values and the initial battery

capacity B ¼ 60nJ into Theorem 1, we get the theoretical

upper bounds shown in Table 4.
It can be observed in Table 4 that EAR achieves 70.0 to

80.1 percent of the maximum achievable number of

completed jobs. The gap between EAR and the theoretical

upper bound is due to 1) the imperfect match between the

mesh topology and the application flow, 2) the additional

packet transmission generated by going around the nodes

with low remaining battery capacity, and 3) the overhead

caused by exchanging control information. Therefore, for all

practical purposes, it is expected that EAR actually per-

forms much better than it appears from the data in Table 4.
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Fig. 10. The percentage of computational energy, communication

energy, and energy consumed on exchanging control information (over

a 2-bit shared medium) at AES nodes under EAR.
Fig. 8. The system lifetime (in terms of the number of completed jobs)
under EAR is shown comparatively against its non-energy-aware
counterpart, SDR. The x axis represents the size of the mesh network,
while the y axis shows the ration between the lifetime under EAR and
the lifetime under SDR.

7. The field of the encryption key is necessary because the system is
designed in such a way that it allows multiple encryption jobs with multiple
keys running concurrently.

8. The round number is the value of the round variable in Fig. 2.Fig. 9. EAR versus SDR under two low-overhead configurations.



7.3 Latency under Multiple Concurrent Jobs

In this section, we examine the efficiency of the deadlock
recovery mechanism. In this set of experiments, multiple
jobs are injected into the target system when all previous
injected jobs are ejected. In this paper, the numbers of buffer
slots available at individual nodes (also called buffer depth)
are identical,9 varying from 1 to 8. Having n slots at some
node means that at most n packets can be served, buffered,
or relayed at that node. The main objective of this section is
to evaluate the efficiency of our deadlock recovery
mechanism through latency-throughput bar diagrams.

In Fig. 11, we plot the measured average latency
(considered from the moment when a job is injected until
the moment when that job is ejected) given the number of
buffer slots at each node and the number of concurrent jobs.
As we can see, the latency is high when the number of
concurrent jobs is large but the buffer depth is small. In that
case, congestion and/or deadlock appear very frequently.

The simulation results show that the common phenom-
enon of phase transition in data networks [14], [15], [16] also
happens in the distributed implementation of the
AES cipher. Increasing the buffer depth to a certain level
drastically decreases the latency in the network, sometimes
by several orders of magnitude. Further increasing the
buffer depth beyond a certain threshold does not further
decrease the latency significantly due to the rare occurrence
of congestion and/or deadlock. As one can see in Fig. 11,
setting the buffer depth to half of the maximum number of
concurrent jobs can prevent the occurrence of severe
congestion and/or deadlock.

7.4 Effect of Controller Failures on System Lifetime

In this section, the effect of controller failures due to battery
depletion is investigated. We implemented in Verilog
several controllers for mesh networks of various sizes and
measured their power consumption. For example, the
controller of a 4� 4 mesh network (operating at 100MHz
clock frequency) consumes a dynamic power of 6.94mW
and a leakage power of 0.57mW, while a controller
designed for a 5� 5 mesh network dissipates a dynamic
power of 11.4mW and a leakage power of 1.07mW.

In Fig. 12, we present the simulation results for a
different number of controllers, each controller having
attached a battery as in Section 5.3. The system lifetime is

determined by either the lifetime of the AES nodes or the
lifetime of the controllers, whichever is smaller. For a fixed-
size mesh network, increasing the number of controllers
extends the system lifetime up to a threshold, beyond which
the lifetime of AES nodes becomes the dominant factor for
system lifetime. Given a fixed number of available con-
trollers, say l, the head of the curve corresponding to
l controllers in Fig. 12 is increasing because there are more
and more available AES nodes. On the contrary, the tail of
the corresponding curve is decreasing because a controller
for a bigger mesh network consumes more power than a
controller for a smaller network.

8 CONCLUSION AND FUTURE WORK

In this paper, the issue of energy-aware routing in electronic
textiles has been addressed. As main theoretical contribu-
tions, we have derived an analytical upper bound and
developed a general-purpose energy-aware routing algo-
rithm, EAR, which considers the concrete limitations of
e-textile platforms (e.g., limited battery capacities, long wire
effects, etc.). For the AES cipher, EAR achieves approxi-
mately 75 percent of the analytical upper bound. Further-
more, in a mesh network with less than or equal to 64 nodes,
the performance gains of EAR over its non-energy-aware
counterpart ranges from 6 to 21 times, depending on the
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Fig. 11. Latency under multiple concurrent jobs.

Fig. 12. The effect of the number of controllers on system lifetime in

networks of various sizes.
9. The customization of the buffer sizes at different individual nodes is

beyond the scope of this paper and is left as future work.

TABLE 4
EAR versus the Theoretical Upper Bound



size of the network. It is expected that the performance gain

will be even higher in larger networks.
The technology of embedding electronic devices and

conductive wires into garments in a crisscross pattern is

already available nowadays. This is the reason that the

experimental setup in this paper is mesh-based. However,

as the technology of weaving in arbitrary patterns becomes

available in the near future, significant performance gains

may be achieved by using application-specific customized

topology, scheduling policy, and buffer allocation. While, in

principle, the theoretical results proposed in this paper

apply to systems based on any topology, we foresee a need

for algorithms optimizing the application-customized

e-textile systems in such general cases. The design of such

customized algorithms, as well as performance analysis

based on the results derived in this paper, are part of our

future research investigations.
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