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Abstract—This paper addresses the minimum transmission 
broadcast (MTB) problem for the many-to-all scenario in wireless 
multihop networks and presents a network-coding broadcast 
protocol with priority-based deadlock prevention. Our main 
contributions are as follows: First, we relate the many-to-all-
with-network-coding MTB problem to a maximum out-degree 
problem. The solution of the latter can serve as a lower bound for 
the number of transmissions. Second, we propose a distributed 
network-coding broadcast protocol, which constructs efficient 
broadcast trees and dictates nodes to transmit packets in a 
network coding manner. Besides, we present the priority-based 
deadlock prevention mechanism to avoid deadlocks. Simulation 
results confirm that compared with existing protocols in the 
literature and the performance bound we present, our proposed 
network-coding broadcast protocol performs very well in terms of 
the number of transmissions. 

Keywords—broadcast, energy efficiency, network coding, 
wireless networks 

I. INTRODUCTION 

Broadcasting is a fundamental operation in wireless 
multihop networks, which allows a node to disseminate data to 
all other nodes. Naive broadcast schemes often are inefficient. 
For example, flooding causes severe waste of channel use and 
severe packet collision, which leads to the broadcast storm 
problem [1]. To avoid broadcast storm, a crucial issue is to 
develop a one-to-all broadcast scheme with fewest 
transmissions, which is referred to as the minimum 
transmission broadcast (MTB) problem [2]. When there are 
multiple source nodes in a wireless network, the broadcast 
storm becomes severer. This motivates this paper to study the 
MTB problem for the many-to-all scenario. 

Network coding [3] is a promising technique to improve 
transmission efficiency. Instead of relaying received packets 
separately, network coding enables nodes to combine several 
packets and send out fewer combined/coded packet. It has been 
shown that network coding can effectively reduce the number 
of transmissions needed in broadcast [4],[5],[6],[7],[8]. 

A challenge of network-coding-based broadcast is, upon 
each packet reception, to determine whether to forward the 
received packet immediately or to wait subsequent packets to 
gain coding opportunity. Take in Fig. 1a as an example. Node 3 
had better wait until both ip  and jp  arrive and sends out one 
coded packet i jp p ; otherwise, coding opportunity is lost and 
node 3 has to forward ip  and jp  separately, which take two 
transmissions. On the contrary, nodes 1 and 2 should forward 

what they receive immediately, because their waiting results in 
a longer delay but gains no benefit. 

The goal of this paper is to design a network-coding-based 
many-to-all broadcast protocol, which decides, at run time, to 
forward received packets immediately or to wait an additional 
period of time to gain coding opportunity so as to minimize the 
total number of transmissions. Our contributions are two-fold. 
First, we relate the many-to-all-with-network-coding MTB 
problem to a maximum out-degree problem. The solution of the 
latter can serve as a lower bound for the number of 
transmissions in practice. Second, we propose a distributed 
protocol, called priority-based network-coding broadcast 
protocol (PNCB). PNCB constructs efficient broadcast tree in a 
distributed manner and dictates nodes to transmit packets in a 
network coding fashion. To prevent deadlock, PNCB has a 
priority-based deadlock prevention mechanism built in. 

The remainder of this paper is organized as follows. Section 
II describes the related work. The network model is described 
in Section III. Section IV presents a lower bound of the MTB 
problem for the many-to-all with network coding scenario. 
Section V presents our proposed protocol, which is evaluated 
in Section VI. Section VII gives some concluding remarks. 

II. RELATED WORK 

The minimum transmission broadcast (MTB) problem for 
the one-to-all scenario is to find a set of forwarding nodes (i.e., 
forwarders) such that all nodes in the network receive a 
broadcast packet originated from the source, whereby the 
number of transmissions is minimized. This problem is 
NP-hard since it is equivalent to the NP-hard problem, the 
minimum connected dominating set (MCDS) problem [9],[10]. 
A number of heuristic/approximation algorithms have been 
proposed. These schemes can be classified into either 
probabilistic approaches where packets are forwarded with a 
given probability, or deterministic approaches where a 
connected dominating set of forwarders is formed. 

A challenge in probabilistic approaches [11] is to determine 
a proper value of the forwarding probability (aka the 
forwarding factor). There is a tradeoff between efficiency and 
reliability of data dissemination. A challenge in deterministic 
approaches is to find as few forwarders as possible in a 
deterministic and distributed manner while guaranteeing full 
delivery. A number of approximation algorithms [12],[13] have 
been proposed. 

Network coding [3],[9],[10],[11],[14] which allows 
combining packets before forwarding them, has been shown its 
ability to improve the multicast/broadcast efficiency. With 

978-1-4799-1297-1/14/$31.00 ©2014 IEEE 
 

This research was supported in part by National Science Council, Taiwan, 
under grant no. NSC 102-2221-E-007-011. 



 

network coding, the minimum-energy multicast problem 
(which subsumes the MTB problem) is proven solvable in 
polynomial time [15],[16]; a centralized, polynomial-time 
solution is introduced in [16]. Many real applications prefer 
decentralized methods; thus distributed implementations of 
network coding are proposed in [17] for single-source multicast 
and in [4],[5] for 1-to-all broadcast. 

For the many-to-all scenario, there are probabilistic 
approaches based on network coding. Widmer et al. in [6] 
theoretically quantified the energy savings that network coding 
offers in two topologies and proposed low-complexity 
distributed algorithms. Practical protocols for all-to-all 
broadcast are proposed in [7]. 

There are also deterministic approaches. Li et al. proposed 
CODEB [8], which selects forwarders by partial dominant 
pruning (PDP) over two-hop topology. CODEB has two 
network coding algorithms, XOR-based coding and 
Reed-Solomon coding. However, the coding gain of CODEB is 
restricted because the forwarder selection process does not 
consider coding opportunities at all. This motivates our study 
on tree-based many-to-all network coding in which forwarders 
(and broadcast trees) are selected so as to maximize coding 
opportunities. 

III. NETWORK MODEL 

We consider the many-to-all scenario in which a number of 
source nodes disseminate their data to all nodes in a wireless 
network. Define n as the total number of nodes in the network 
and m as the number of source nodes. The set of all nodes in the 
network is denoted by { |1 }V i i n   , and the set of source 
nodes is denoted by { |1 }S i i m   .  

Node u is a (1-hop) neighbor of node v if node u is within the 
transmission range of node v. The set of all neighbors of a node, 
say node v, is denoted by ( )N v . It is assumed that each node 
knows the information about its neighbors. This can be 
achieved, for example, by sending hello messages periodically. 

Any pair of neighbor nodes is assumed to have a reliable link 
connecting each other. Reliable data delivery over unreliable 
links can be done by a number of acknowledgement-based 
retransmission schemes [18] and collision resolution strategies 
[19]. 

Source nodes may generate packets at equal or unequal rates. 
This paper focuses on the the equal-rate model, in which all 
sources generate packets at the same rate. Without loss of 
generality, we assume each source generates one packet in a 
session and define kd  as the packet generated at source node 
,k k S . 

IV. PROBLEM FORMULATION AND LOWER BOUND 

The MTB problem for the many-to-all scenario under the 
equal-rate model, abbreviated as the many-to-all MTB problem, 
aims to find a many-to-all broadcast scheme which minimizes 
the total number of transmissions. Without network coding, 
this problem is equivalent to find the minimum connected 
dominating set (MCDS) for each source node. The MCDS 
rooted from a source is actually a spanning tree with fewest 
internal nodes; only internal nodes forward the broadcast 
packet. So the minimum number of transmissions in the 

many-to-all MTB problem is the sum of the numbers of the 
internal nodes in the MCDS trees constructed for all source 
nodes. 

Leverage network coding can further decrease the number of 
transmissions in the many-to-all MTB problem. Take Fig. 1b as 
an example, where MCDS trees for source nodes 1 and 2 are 
drawn in black dotted arrows and red solid arrows, respectively. 
Without network coding, the minimum number of 
transmissions is equal to the sum, 2 + 2 = 4. With network 
coding, node 3 can transmit a coded packet, rather than 
forwarding the two broadcast packets; therefore, only 3 
transmissions are needed in this example. 
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Fig. 1. (a) An example of network coding in a butterfly network. (b) 
Broadcast trees for sources 1 and 2. Drawn by red solid arrows is the tree rooted 
from node 1. Drawn by black dotted arrows is the tree rooted from node 2. 

Observed from the example, the number of transmissions 
highly depends on the maximum out-degree of each node. The 
out-degree of node i to node j, denoted by ijB , is defined as the 
number of directed edges from node i to node j. The maximum 
out-degree of node i , denoted by M

iB , is defined as max j ijB  
over all ( )j N i . Take node 3 in Fig. 1b as an example: 

31 32 34 35 1B B B B     and 3 1MB  . Clearly, the number of 
transmissions node i takes for many-to-all data dissemination 
is lower bounded by M

iB . For example, node 3 which receives 
two packets needs to send out at least 3 1MB   packet. An 
efficient way for node 3 is to send one coded packet, instead of 
respectively forwarding the two packets. 

M
iB  is a tight lower bound for the number of transmissions 

node i  takes. Usually, node i  takes exactly M
iB  transmissions, 

but there are some topologies in which node i may take more 
than M

iB  transmissions, as discussed later in Section V.B. 
Obviously, the sum of maximum out-degrees over all nodes 

is a lower bound for the total number of transmissions. Our goal 
is to construct a many-to-all broadcast scheme, consisting of a 
set of broadcast trees for individual source nodes, such that the 
sum of maximum out-degrees over all nodes is minimized. 

V. PNBC PROTOCOL DESIGN 

This section presents a fully-distributed and efficient 
approach, called the priority-based network coding broadcast 
(PNCB) protocol. PNCB consists of two phases—broadcast 
trees construction phase and priority-based coding-aware 
forwarding phase. In the first phase, broadcast trees for all 
source nodes are constructed in such a way that attempts to 
minimize the number of internal nodes and maximize coding 
opportunities. In the second phase, each node disseminates 
broadcast packets in a network coding manner, based on 
several coding-aware forwarding rules. In addition, the 
priority-based deadlock prevention mechanism is adopted to 
avoid deadlocks that may happen in few topologies. 



 

A. Broadcast Trees Construction Phase 

In this phase, a broadcast tree is constructed for each source 
node in a distributed way. Each source initiates a parent 
selection process in the breadth-first traversal order, in which 
all nodes select their parents associated with that source. To 
minimize the total number of transmissions, this phase attempts 
to minimize the sum of maximum out-degrees over all nodes 
and leverage coding opportunity. To this end, the broadcast 
trees construction algorithm we devise adopts three empirical 
parent selection rules. 

1) Parent Selection Rules 
For each source node, each network node selects its own 

parent. Denote the broadcast tree associated with source k by 
B-Treek. The constructed broadcast trees should have the 
properties: 
 For full delivery, the constructed graphs must be 

loop-free and a connected component. 
 Because the number of transmissions sent by a node is 

lower bounded by that node’s maximum out-degree, the 
maximum out-degree of each node should be minimized. 

 Because only internal nodes in a broadcast tree forward 
the broadcast packet, the total number of internal nodes 
should be minimized. 

Parent selection rules are made to achieve the above properties: 
 1R : Parent candidates for B-Treek of a node, say node i, 

must be node i’s neighbors that are already in B-Treek. ( 1R  
prevents a loop and an isolated tree from being formed.) 

 2R : It is preferred that selecting node j as node i’s parent 
for B-Treek does not increase the maximum out-degree of 
node j. ( 2R  aims to minimize the maximum out-degree of 
a node.) 

 3R : A node prefers to select the neighbor node with most 
children in B-Treek as its parent for B-Treek. ( 3R  helps to 
reduce the number of internal nodes.) 

Among the rules, the order of priority is 1 2 3R R R  . 1R  is 
used to identify parent candidates. If there are multiple parent 
candidates, node i will select one of them by considering 2R . 3R  
will be considered if there are multiple parent candidates 
satisfying 2R . If there are still multiple parent candidates, node 
i will randomly select one of them selected as its parent. 

2) Broadcast Trees Construction Algorithm 
A distributed broadcast trees construction algorithm is 

proposed to enforce the parent selection rules at run time. Two 
kinds of control packets— select ( , , )p t u v  and update ( , , )p t u v —are 
used to trigger parent selection and to update parent-children 
information. After node v  selects node u  as its parent for 
broadcast tree t, node v sends the control packet select ( , , )p t u v , 
which triggers the neighbor nodes that have not decided their 
parents in this tree to select their parents according to the parent 
selection rules. At the meantime, u sends the control packet 

update ( , , )p t u v  to update its neighbor nodes. All node receiving 

select ( , , )p t u v  or update ( , , )p t u v  will update the neighbor 
information about the tree topology. 

Each broadcast tree is constructed in a breadth-first traversal 
order from the source node. Specially, a source node, say 
source k , sends out a control packet select ( ,0, )p k k  to its 
neighbor nodes to begin the construction of B-Treek. Upon 
receiving this control packet, a neighbor node, say node i, sets a 

defer timer. During this defer period, it may hear other nodes 
sending out control packets and can update neighbor 
information. When the defer timer expires, node i  selects a 
parent for B-Treek according to the parent selection rules. The 
length of a defer period is randomly chosen to avoid collisions. 
The parent selection process keeps going in such a way that the 
broadcast trees are constructed in a breadth-first traversal order. 
The pseudo code of the broadcast tree construction algorithm is 
given in Fig. 2. The complexity of this algorithm is O(N2) 
where N is the total number of nodes in the network. 

 
Algorithm: The broadcast trees construction algorithm at node i 

1:
2:
3:
4:
5:
6:
7:
8:
9:

10:
11:
12:
13:
14:
15:

16:
17:

if node i is a source node then 
node i broadcasts pselect(i, 0, i) 

end if 
if node i receives pselect(k, u, v) from node v then 

if i = u then 
broadcast pupdate(k, u, v) 

else if node i has no parent in B-Treek then 
set a defer timer Timer_Decisionk 

end if 
update neighbor information 

else if node i receives pupdate(k, u, v) from node u then 
update neighbor information 

end if 
if Timer_Decisionk expires then 

select node pk as its parent for B-Treek according to the parent 
selection rules 

broadcast pselect(k, pk, i) 
end if 

Fig. 2. Pseudo code of the broadcast trees construction algorithm. 

B. Priority-Based Coding-Aware Forwarding Phase 

In this phase, native packets kd , 1 k m  , originated from m 
source nodes are broadcast over the entire network in a network 
coding fashion. Coded packets are generated at nodes by 
random linear network coding [20] with their coefficient 
vectors. Each coefficient vectors consists of m coefficients. 

Each node has a coding pool to store innovative packets it 
overhears. A coded packet is innovative to a node if its 
coefficient vector is not within the span of the coefficient 
vectors of all packets stored in that node’s coding pool. The 
progressive Gauss-Jordan elimination method is used to check 
whether a newly received packet is innovative. If it is 
innovative, the node adds that packet to its coding pool. 

Upon reception of a coded packet, a node decides whether to 
generate and transmit a coded packet immediately, or to 
postpone the transmission for more coding opportunities. To 
facilitate the coding-aware forwarding as well as the 
priority-based deadlock prevention mechanism we propose in 
this section, each node maintains a T-graph. The T-graph at 
node u is initialized at the beginning of each session to be the 
subgraph of the broadcast trees constructed in the first phase 
that consists of all nodes adjacent to u and all directed edges 
entering or leaving u. Fig. 3 gives a high-level overview of the 
second phase. 
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Fig. 3. Flowchart of the priority-based coding-aware forwarding phase. 

1) Coding-Aware Forwarding 
A parent node in B-Treek, 1 k m  , is responsible to deliver 

the information of kd  to its children in B-Treek. To this end, the 
parent node has to transmit a coded packet that contains the 
information of kd . A coded packet is said to contain the 
information of kd  if the corresponding coefficient in the 
coefficient vector is nonzero. 

To leverage coding opportunity, we consider multiple 
broadcast trees together. A pair of nodes, say parent node u and 
child node v , may have multiple parent-child relations, 
represented by uvB  directed edges from node u to node v. To 
deliver all information required by node v, node u  needs to 
transmit uvB  coded packets which have linearly independent 
coefficient vectors, so that node v can decode all the packets 
after all node v’s parents finish transmitting coded packets. 

A parent-child relation, or a directed edge in the T-graph, 
implies that the parent should deliver certain information to the 
child. A source node, say source k, immediately transmits kd . 
On the other hand, a non-source node, upon reception of a 
coded packet, decides whether to generate and transmit a coded 
packet immediately or to postpone the transmission for more 
coding opportunities. To transmit fewest packets, a non-source 
node, say node u , will transmit a coded packet if the 
transmission can decrease the maximum out-degree of the 
T-graph by one, after removing the corresponding outgoing 
edges. Otherwise, node u  should wait for more packets to 
arrive so that the transmission of a coded packet can deliver 
useful information to more children. 

After sending a coded packet, the parent node u removes the 
corresponding outgoing edge(s) in the T-graph. In a wireless 
network, the coded packet is received by all of node u ’s 
neighbor nodes, due to wireless multicast advantage. So node u 
could remove more than one outgoing edge in the T-graph. 
More precisely, if the information contained in this coded 
packet is useful to a certain child, node u  should remove a 
corresponding outgoing edge to that child. Node u  stop to 
transmit any coded packets once it has no outgoing edge left in 
the T-graph. 

We use an example to illustrate the coding-aware forwarding 
scheme. In Fig. 4, node 6 is an internal node in four broadcast 
trees (B-Tree1, B-Tree2, B-Tree3, and B-Tree4) and needs to 
delivery corresponding information to node 7, node 8, and node 
9. Suppose that the first coded packet p generated by node 6 
contains the information of 1d  and 2d . Node 6 transmits p 
immediately because this transmission can decrease the 
maximum out-degree by one. This transmission delivers the 
information of 1d  to node 8 and node 9, and delivers the 
information of 2d  to node 7. Note that a transmission can 
deliver at most one unit of information. Therefore, after 

transmitting a coded packet, node 6 removes one outgoing edge 
to node 7, one edge to node 8, and one edge to node 9. 
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Fig. 4. Topologies before and after node 6 transmits its 1st coded packet. 

2) Priority-Based Deadlock Prevention 
In our proposed coding-aware forwarding scheme, if each 

node is allowed to transmit a coded packet only when that 
transmission can decrease the maximum out-degree of the 
T-graph, deadlock may occur in some topologies because each 
node may hold some packets and wait for other packets. Take 
Fig. 5 as an example, where nodes 1 and 2 are source nodes. 
After receiving the packet 1d  sent from node 1, node 3 will not 
send/forward any packet because no transmission at this 
moment can decrease maximum out-degree. Node 3 will wait 
forever to receive a packet from node 4. However, for the same 
reason, node 4 will hold the packet 2d  sent from node 2 and 
wait forever for a packet from node 3. Hence, nodes 3 and 4 
both waits for a packet from each other, which causes a 
deadlock. To avoid deadlock while still having high coding 
opportunity, we propose a priority-based deadlock prevention 
mechanism. 

1 23 4B-Tree2

B-Tree1

 

Fig. 5. An example of deadlock problem. Node 3 and node 4 will wait for 
packet from each other. 

Deadlock situations arise when all nodes wait for packets 
which are held by others. An idea to prevent deadlock is to 
guarantee that at any time there always exist some packets 
which cannot be held and must be transmitted. To this end, we 
assign priority to each native packet kd , 1 k m  . 
Correspondingly, edges in B-Treek have the same priority as kd . 
The priorities can be set according to a variety of needs such as 
packets’ importance. Without loss of generality, we set the 
priorities according to the identifier of source node. That 
implies, id  has higher priority than jd  for i j . 

Recall that after a node sends out a coded packet containing 
the information of kd  to its children, the node removes 
corresponding outgoing edges in the T-graph. To prevent 
deadlock, we add one more rule: A node must transmit a coded 
packet if it is able to generate a coded packet that can remove 
the highest-priority edges in its T-graph. Obviously, deadlock 
can be prevented by this priority-based forwarding rule. 

Fig. 5 illustrates how the priority-based deadlock prevention 
scheme works. By this rule, node 3 will forward packet 1d  
instead of holding 1d  because this transmission removes the 
outgoing edge to node 4, which is the highest-priority edge in 
node 3’s T-graph. As can be seen from this example, nodes 3 
and 4 no longer wait forever for a coded packet from each other 
and thus the deadlock is prevented. With this 
deadlock-prevention rule added, the total number of 
transmissions is five, which is the optimal. 

In summary, Fig. 6 gives the pseudo code of the 
priority-based coding-aware forwarding algorithm. 



 

 
Algorithm:  The priority-based coding-aware forwarding algorithm at node i 

1: 
2: 

 
3: 

 
 

4: 
 

5: 
6: 
7: 
8: 
9: 

10: 

if node i receives an innovative packet then 
  node i stores the packet in its coding pool and generates a coded 

packet p  
if transmitting p can decrease maximum out-degree of i’s T-grpah or 
remove the highest-priority edge in i’s T-grpah then 

node i broadcasts p and removes the corresponding outgoing 
edges in its T-graph 

      if node i has no outgoing edge left then 
        node i broadcasts pfinished 

end if 
  end if 
else if node i receives pfinished from a node then 
   node i updates the neighbor information 
end if 

Fig. 6. Pseudo code of priority-based coding-aware forwarding algorithm. 

VI. PERFORMANCE EVALUATION 

Our proposed protocol, PNCB, is evaluated using an 
in-house simulator developed in C. The main performance 
metric of our interest for a broadcast protocol is the number of 
transmissions. This metric is normalized by the number of 
nodes to show the efficiency. In addition, this metric is 
normalized by the number of sources since we consider the 
multiple-source scenario. The ratio of broadcasts is defined as 
the average number of transmissions required by each node for 
delivering a native packet to all nodes. More precisely, the ratio 
of broadcasts, BR , is defined as: 

 
nodes) of(number sources) of(number 

ions transmissofnumber  total


BR . 

In this simulation setup, we consider an environment where 
links within transmission range are reliable. Packets 
transmitted within transmission range of 200 meters are always 
delivered. In each simulation run, a number of nodes are 
distributed randomly over a square region of area 1000  
1000m2. Each simulation result is averaged over 20 instances. 

PNCB and several broadcast schemes such as CODEB [8], 
RBS [21], and PDP [8] are run respectively to compare their 
performances. In addition, we also compare the performance of 
PNCB with those of several bounds to study how well the 
overall and individual components in PNCB perform. 

A. Performance Comparison Given Broadcast Trees 

Given the broadcast trees constructed by our proposed 
algorithm described in Section V.A, the performance in terms 
of BR  depends on the benefit from coding opportunity. 
Consider two extreme cases when network coding is not 
allowed and when network coding is fully and ideally exploited. 
In the first extreme case, no coding benefit is obtained and thus 
the corresponding BR  can be regarded as an upper bound. In the 
other extreme case, the total number of transmissions is equal 
to or smaller than the sum of maximum out-degrees (SMOD), 
which gives a lower bound for BR . Compared to SMOD, PNCB 
requires slightly more transmissions due to the priority-based 
deadlock prevention mechanism. 

We compare PNCB with the upper and lower bounds under a 
variety of number of sources. As shown in Fig. 7 where 200 
nodes are distributed in the network, BR  of PNCB decreases as 

the number of sources increases. This makes sense because 
coding opportunity increases as the number of sources 
increases. On the contrary, the upper bound corresponding to 
the case of not allowing network coding increases with the 
number of sources, because the given broadcast trees are not 
optimized for the number of internal nodes only. Besides, we 
observe that BR  of PNCB is close to the SMOD lower bound 
when there are many sources. This small gap implies that the 
proposed mechanism avoids deadlocks at a small cost. 
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Fig. 7. The ratio of broadcasts vs. the number of sources. 
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Fig. 8. The ratio of broadcasts vs. various average numbers of neighbors. 

Fig. 8 shows the impact of network density on the ratio of 
broadcasts. The number of sources in this figure is set to 20. As 
we can see, BR  decreases as the network becomes denser. This 
is because in a denser network, the number of internal nodes in 
the constructed broadcast trees is smaller and coding 
opportunity is higher. Besides, observed from Fig. 8, BR  of 
PNCB is quite close to the SMOD lower bound, especially in a 
denser network. 

B. Comparison with Existing Protocols 

In this subsection, we compare the performance of PNCB 
with those of several protocols existing in the literature, 
including CODEB, RBS and PDP. The simulation topology is 
set as follows. There are 100 nodes randomly distributed in the 
network. On average each node has 30 neighbor nodes. 1 to 
100 nodes are randomly chosen as source(s). 

As can be seen in Fig. 9, PNCB outperforms RBS and 
CODEB. When there is only one source node, PNCB performs 
only slightly better than RBS since PNCB gains no coding 
benefit in this case and RBS is designed for one-to-all 
broadcast. As the number of sources increases, PNCB performs 



 

growingly better than RBS, which shows the coding benefits of 
our coding-aware forwarding. 
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Fig. 9. The ratio of broadcasts vs. various numbers of sources (comparison 
with CODEB) 

Compared to CODEB and PDP, PNCB performs much 
better. The main reason is on the forwarder selection process. 
In CODEB and PDP, each node chooses forwarders based on 
partial dominant pruning (PDP), which does not leverage 
coding opportunity. On the contrary, PNCB constructs 
broadcast trees in a way that attempts to maximize coding 
opportunity. Although CODEB obtains a high coding gain, the 
performance of CODEB is limited by the underlying PDP 
mechanism. This explains why RBS outperforms CODEB in 
our simulation. 

VII. CONCLUSION 

In this paper, we have addressed the many-to-all MTB 
problem in multi-hop wireless networks. The many-to-all MTB 
problem with network coding is related to a maximum 
out-degree problem. The solution to the maximum out-degree 
problem can be treated as a performance bound for any 
practical protocol. 

To solve the many-to-all MTB problem with network coding 
in a fully distributed manner, we have developed a 
priority-based network-coding broadcast (PNCB) protocol. 
PNCB has two core functions—constructing efficient 
broadcast trees and dictating nodes to transmit packets in a 
network coding manner. Besides, PNCB includes the deadlock 
prevention mechanism, in order to ensure full delivery. 
Simulation results show that our proposed protocol 
outperforms existing protocols in terms of a measure of 
transmission efficiency. 
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