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Abstract. We present a new method that addresses the problem of approximate nearest neighbor search via partitioning the feature space. The proposed random exemplar hashing algorithm can be used to generate binary codes of data to facilitate nearest neighbor search within large datasets. Inspired by the idea of using an ensemble of classifiers for discriminative learning, we devise an unsupervised learning algorithm to explore the feature space with respect to randomly selected exemplars. Experimental results on three large datasets show that our method outperforms the state-of-the-art, especially on the cases of longer binary codes.

1 Introduction

Nearest neighbor criterion [6] is one of the most popular learning strategies for solving vision problems. Despite its simplicity, its effectiveness has been shown to be acceptable for various vision applications, especially when high-dimensional distinctive visual features are employed to represent the data [2, 13, 25, 30, 33, 34]. Approximation approaches such as quantization trees, dimensionality reduction, low-dimensional embedding, and hashing are often applied to the original high-dimensional data, and more economical coding schemes can be derived to make the search of nearest neighbors among a large number of data in high-dimensional space more feasible and efficient.

Hashing techniques, e.g. [10, 34] have been widely explored for approximate nearest neighbor search. They can achieve fast query speed and only require a limited amount of storage. For example, locality-sensitive hashing (LSH) [10, 15] can offer sub-linear time search via hashing highly similar instances together in a hash table. Regarding data representations, binary codes generated by hashing are often preferred for large-scale search. During query time, since the original feature vectors in the dataset have been converted to binary codes, we may use the Hamming distance to retrieve nearest neighbors. The computation of Hamming distance can be made very fast using bit-wise operations. Hashing-based algorithms are shown to perform well on various large datasets [17, 19, 20, 24, 31, 35, 37, 38].

Beyond unsupervised hashing techniques, modern discriminative classifiers have the capability to achieve good performance on supervised image categorization problems. In this work we aim to make use of the discriminating power of classifiers in an unsupervised setting. The mechanism of approximate nearest neighbor search by hashing can be viewed as partitioning the feature space into meaningful regions such that the locality property can be preserved. The main idea and contribution of our approach is to model and partition the feature space based on local data distributions. We propose an unsupervised learning method that explores the feature space with respect to randomly selected exemplars. The method is called random exemplar hashing, in which the randomly selected exemplars are employed to create an ensemble of classifiers for discriminative learning. We show that our method is able to generate representative binary hash codes for searching large datasets.

2 Related Work

The basic idea of locality-sensitive hashing (LSH) [10, 15] is to construct hash functions from random projections, which are shown to keep near neighbors together with high probability and thus preserve locality. Since the success of LSH, many hashing techniques have been proposed for approximate nearest neighbor search. Hashing techniques like LSH are often categorized as data-independent methods because they do not need to learn hash functions from training data. Another example is the work of Ji et al. [19]. The basic idea of their approach is to orthogonalize the random projection vectors in batches, and it is theoretically guaranteed that the orthogonalized random projections also provide an unbiased estimate of angular similarity. Yagnik et al. [37] propose the winner-takes-all hashing, which is a sparse embedding method that converts the input feature space into a Hamming space such that the Hamming distance closely resemble the rank similarity.

Data-independent hashing techniques are simple and general, but the majority of hashing techniques try to derive hash codes from data. Semantic hashing [31] uses restricted Boltzmann machines to learn compact binary codes representing the memory addresses so that semantically similar data are located at nearby addresses and can be easily compared using the Hamming distance. In a similar spirit, Weiss et al. [36] show that the learning
of compact binary codes can be formulated as an NP-hard graph partitioning problem. They relax the original problem, and present the *spectral hashing* algorithm to solve the relaxed problem. The spectral hashing algorithm can also handle the problem of out-of-sample extension of spectral methods, and thus can be applied to new input data easily. More recently, Weiss et al. [35] propose a new multidimensional formulation for learning binary codes that seek to reconstruct the affinities between data. Unlike spectral hashing whose performance may degrade as the number of bits increases, the optimal code produced by multidimensional spectral hashing is guaranteed to reproduce the affinities between data as the number of bits increases. Spectral hashing mainly assume that the input feature vectors are from a Euclidean space. When a better kernel function is available for measuring the similarities between feature vectors, *kernelized locality-sensitive hashing* (KLSH) [22] may be used to take advantage of the kernel-based similarity measure and derive more effective binary codes for the data.

Several recent methods are also related to our work: The *isotropic hashing* (IsoHash) algorithm proposed by Kong and Li [20] is to learn an orthogonal matrix to rotate the PCA projection matrix. The *anchor graph hashing* (AGH) algorithm presented by Liu et al. [24] uses anchor graphs to estimate graph Laplacian eigenvectors, and the hash functions are learned by thresholding the lower eigenfunctions of the anchor graph Laplacian. The *iterative quantization* (ITQ) algorithm proposed by Gong and Lazebnik [11] generates binary hash codes by deciding a rotation of zero-centered data such that the quantization error of mapping the data to the vertices of binary hypercube can be minimized.

While most embedding algorithms seek to compute binary codes for both the query and the items in the database, some recent research results suggest that binarizing the query is not compulsory, e.g., [3, 8, 12, 16]. These asymmetric algorithms show that to binarize the database items but not the query may provide superior accuracy. The cost of computing the asymmetric distances is generally comparable to the cost of computing symmetric Hamming distances.

Another way of exploring the feature spaces and encoding the data is to build decision trees based on random selection of features, such as *randomized trees* [1, 23] or *random forests* [4]. Apart from the popular strategies of tree-structured random feature selection, Rahimi and Recht [29] present two sets of randomized feature maps that can be used to approximate various radial basis (shift-invariant) kernels. Rahimi and Recht show that the combination of the random features with simple linear learning algorithms is comparable to applying kernel methods (e.g. SVMs) and thus advantageous to dealing with large datasets.

Our work is inspired by the image categorization method of Dai et al. [7]. They use random walk to generate a series of weak training sets. For each WT set, a max-margin classifier is trained to further partition the whole dataset to produce a proximity matrix. The final ensemble proximity matrix derived from the collection of classifiers is used to perform spectral clustering for image categorization. In our approach, we randomly choose some data as exemplars. We obtain the WT sets for the exemplars based on the affinities induced by Gaussian approximation to the feature space, using the method described in [9]. Furthermore, we use the predictions of classifiers to produce hash codes for searching rather than performing image clustering. Another related method is *self-taught hashing* (STH) proposed by Zhang et al. [38]. They treat binary codes of training data as binary class labels and try to learn a set of binary classifiers that can predict the binary codes for new queries. While our method is to partition the feature space defined by the data, the STH method, in a similar sense, is to partition the feature space through the proxy Hamming space defined by precomputed hash codes. Our method also shares similar spirits of boundary-based representations and hyperplane partitioning methods, of which a detailed survey is available in [32].

## 3 Random Exemplar Hashing

Many previous algorithms try to find projections that can approximate the original distance by Hamming distance in the Hamming space. We present a new method that addresses the unsupervised learning task of finding projections through solving small classification problems. The main idea of our method is to partition the high-dimensional feature space by a set of weak classifiers. Our method is fully unsupervised despite the process of constructing weak classifiers involves discriminative learning. We do not use the information of class labels or attributes. The weak classifiers are learned from the distributions of data. After combining the decision surfaces of weak classifiers, we can partition the original feature space into convex sets, and the affinities of feature vectors can be approximately measured according to the binary indexes associated with the convex sets.

Fig. 1 shows the pipeline of our method. At the training stage, we randomly select $K$ ‘exemplars’ from the dataset and set up small classification problems to learn partition functions. We find ‘neighbors’ and ‘foreigners’ for each of the exemplars, and build $K$ *weak training* (WT) sets. The idea of WT sets is similar to [7] but we do not use random walk to collect the WT sets. Each WT set contains $M$ neighboring data points denoted as positive data and $M$ distant data points denoted as negative data. We then train a weak linear classifier for each WT set and obtain $K$ classifiers. The weak classifiers partition the feature space into convex regions indexed by binary codes.
Fig. 1. The work flow of our method. From the training data we build $K$ weak training (WT) sets. Each WT set contains $M$ neighboring data points denoted as positive data and $M$ distant data points denoted as negative data. We then train a weak linear classifier for each WT set and obtain $K$ classifiers. The weak classifiers partition the feature space into convex regions indexed by binary codes. All training data in the dataset are assigned to one of the convex regions. Given a query, we compute its binary code according to classifiers’ predictions and use the binary code to retrieve similar training data.

The $K$ learned partitions associated with the $K$ exemplars yield a way of $K$-bit indexing for the feature space. All training data in the dataset can then be assigned to one of the convex regions. As mentioned earlier, training is carried out in a totally unsupervised manner, despite the need of learning local classifiers for random exemplars. Given a query, we use the learned partition functions, i.e., the weak classifiers, to decide the region to which the query belongs and get the binary code of the query for search.

An intuitive way to create the required $K$ WT sets is to select $K$ exemplars randomly from the training data and define a measure of affinity with respect to each exemplar. We choose the neighbors of each exemplar as the positive data of WT set, and select farthest data of that exemplar as the negative data of WT set. We may train a linear support vector machine (SVM) to separate the WT set and obtain a weak classifier. The affinity measure for each exemplar plays an important role in collecting the members of WT set. It is easy to imagine that the neighbors of an exemplar are close to each other. On the other hand, data points that are far away from the exemplar may scatter everywhere in the high-dimensional feature space. It would be inadequate and ambiguous if we seek to learn a linear classifier that separates so distributed data. The classifier may be confused by the diversely distributed data and thus cannot find a meaningful partition.

To resolve the problem, we adopt the idea of Gaussian approximation of feature space [9]. It has been shown that a high-dimensional feature space can be approximated by the covariance matrix on training data. Given the covariance matrix, the normal vector at a data point is computed by multiplying the inverse of covariance matrix. An affinity measure called Gaussian normal affinity can thus be derived from the normal vector: We use the normal vector to define the nearest and farthest points when we choose the ‘neighbors’ and ‘foreigners’ for each of the exemplars. Data points are projected onto the approximated Gaussian normal at the location of the exemplar, and therefore the farthest points are more likely to be close to each other. In this case, it is easier to separate the two groups by a linear decision boundary.

Selecting suitable WT sets is important to our method. Gaussian normal affinity provides an effective measure for identifying suitable farthest groups as negative training data. We describe the computation of Gaussian normal affinity in detail in the next section.

3.1 Gaussian Normal Affinity

The idea of Gaussian normal affinity is introduced by Gharbi et al. [9], which is aimed to provide a re-interpretation of the exemplar-based SVM approach [26]. Gharbi et al. show that data points distributed in a
high-dimensional feature space can be approximated by a Gaussian, and the normal to the Gaussian at a given point can be used to rank the affinities between the given point and other points. The normal \( w_x \) to the Gaussian at the location of exemplar \( x \) is thus computed by

\[
\mathbf{w}_x = \mathbf{\Sigma}^{-1}(\mathbf{x} - \mu),
\]

where \( \mu \) and \( \Sigma \) are the mean and the covariance matrix of the approximated Gaussian. The mean \( \mu \) is trivially obtained by \( \mu = \sum_i \mathbf{v}_i/N \), where \( N \) is the number of training data and \( \{ \mathbf{v}_i | \mathbf{v}_i \in \mathbb{R}^D, i = 1, \ldots, N \} \) are the feature vectors in the training set. The covariance matrix \( \Sigma \), which is a \( D \times D \) symmetric matrix, can be estimated as \( \Sigma = \sum_i (\mathbf{v}_i - \mu)(\mathbf{v}_i - \mu)^T/N \). Note that we only need to compute \( \mu \) and \( \Sigma \) once, and they are applicable for new exemplars as long as the exemplars belong to the same feature space.

We may define the Gaussian normal affinity as the closeness measured along the direction of the Gaussian normal \( \mathbf{w}_x \). That is, we project feature vectors onto the Gaussian normal \( \mathbf{w}_x \), and use the projected locations to decide the neighbors and foreigners with respect to the exemplar \( x \). Gaussian normal affinity is an exemplar-specific function. It measures the distance with respect to the ‘shape’ of feature space and the location of exemplar in the feature space.

Gaussian normal affinity helps to define meaningful negative data for WT sets so that linear classifiers can be trained to partition the feature space. All of our experimental results confirm that using Gaussian normal affinity to choose positive and negative data for weak training is better than using Euclidean distance.

It is worth mentioning that Gaussian normal affinity is only used to build the WT sets during training. After we perform weak training tasks and obtain the ensemble of weak classifiers, we directly apply the classifiers to the input feature vectors since the classifiers have learned how to partition the feature space.

3.2 Single and Dyadic Exemplar Selection Schemes

Gharbi et al. [9] have shown that, in the high-dimensional feature space, feature vectors tend to lie at the outer hypersurface of the set of all feature vectors. Empirically we also find that the group of neighbors and the group of foreigners chosen by an exemplar according to Gaussian normal affinity often lie far away at the opposite ends of the outer hypersurface. As a result, the decision plane learned by a linear SVM tends to pass the center of the set of feature vectors. To explore other possibilities of partitioning the feature space, we also try another way to establish WT sets. Instead of selecting one exemplar for each weak training task, we randomly choose two exemplars and find the neighbors of each exemplar according to its Gaussian normal affinity function. We then arbitrarily assign the neighbors of one exemplar as positive data and the neighbors of the other exemplar as negative data, and use such a WT set to train a weak classifier. We call this process the dyadic exemplar selection scheme [27] in contrast to our original single exemplar selection scheme. We compare these two schemes in latter experiments and show that they might perform differently on different datasets.

Besides the single and dyadic exemplar selection schemes, we also come up with a very simple version of our method: Given a WT set of positive and negative data found by the single exemplar selection scheme, we compute the mean of positives and the mean of negatives, and take the hyperplane that is orthogonal to the Gaussian normal and passes the middle point of the two means as the decision plane. By doing so we can obtain a weak classifier without training linear SVM.

4 Experiments

We evaluate the proposed method on three commonly used large datasets, and compare our method with several state-of-the-art hashing techniques by the performance on those datasets.

4.1 Datasets

Three benchmark datasets are used in our experiments:

1. The MIR-Flickr dataset [14] consists of 25,000 images downloaded from Flickr through its public API. We represent each image by a 540-dimensional Gist descriptor [28]. We randomly choose 1,000 images as queries, and the remaining 24,000 images are considered as the database. The ‘ground truth’ for each query is defined by the top 5% neighbors measured in Euclidean distance, which is the same setting presented in [19].
2. The CIFAR-10 dataset [21] consists of 60,000 images, each of which has a size of 32 × 32 pixels. We represent each image as a 320-dimensional Gist descriptor. The dataset contains 10 classes including different kinds of vehicles and animals. In addition to the true labels provided by the dataset, we also test it with ground truth defined by Euclidean distance. We follow the setting of [20], which sets the average distance of the 50th nearest neighbor as a threshold, and every image whose distance to the query is smaller than the threshold is considered a true positive.

3. The GIST1M dataset used in [18] contains 500,000 Gist features for learning, 1,000 for query, and 1,000,000 as the database to be searched. The learning set consists of the images extracted from the tiny-image dataset of [34]. The database for search is a medley of the INRIA Holidays images and the Flickr1M used in [17]. The ground truth is defined by the first 100 nearest neighbors of each query found by Euclidean distance.

4.2 Evaluation details

We compare our method with several state-of-the-art hashing techniques including LSH [10], SH [36], IsoHash [20], ITQ [11], MDSH [35], and AGH [24]. In all comparisons, we run the available program provided by those authors. For the sake of speed, we replace the k-means step in AGH by random selection of data as anchors. This modification does not influence the performance much, but hugely accelerates their method. For AGH on CIFAR-10 and GIST1M datasets, we set the parameter of the number of anchors as 500 and the parameter of how many nearest anchors used as 100. For AGH on MIR-Flickr dataset we set these two parameters as 500 and 120, respectively. The bandwidth parameter σ of MDSH for computing the affinity matrix is fixed to 0.4.

In our implementation of the proposed method, we use LIBSVM [5] with linear kernel and set the penalty parameter C of the error term equal to 350 for both the single and dyadic schemes. Since the number of training data is small, it should be adequate to enforce a larger penalty weight on the error term without increasing the training time. The issue of overfitting is also not a concern in our case because our goal of weak training is deriving partition functions rather than solving real classification problems. We have tried different settings on the parameter M regarding the size of WT set (containing M positive data and M negative data). We test the value of M from M = 10 to M = 40. We find that changes in the value of M within this range do not affect the final precision much, and so we simply keep M = 20 for all experiments.

We compute the mean average precision (mAP) and plot the precision-recall curves for the evaluations on MIR-Flickr and CIFAR-10 datasets. For GIST1M dataset, we draw the curve that depicts the number of true positives versus R nearest neighbors. We evaluate all the methods on each dataset using different bit lengths, from 32 bits to 512 bits, except the CIFAR-10 dataset. Since ITQ and IsoHash cannot create more bits than the original feature dimensions, we set the largest length to 320 bits for CIFAR-10 dataset.

### Table 1. Results on MIR-Flickr and GIST1M datasets. The rank of each method on each category is included (ranked from 1 to 9).

<table>
<thead>
<tr>
<th>method</th>
<th>mAP of MIR-Flickr</th>
<th>recall @ R = 500 of GIST1M</th>
</tr>
</thead>
<tbody>
<tr>
<td># bits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGH</td>
<td>0.347 ± 0.431</td>
<td>0.069 ± 0.120</td>
</tr>
<tr>
<td>LSH</td>
<td>0.292 ± 0.371</td>
<td>0.033 ± 0.079</td>
</tr>
<tr>
<td>SH</td>
<td>0.219 ± 0.251</td>
<td>0.034 ± 0.058</td>
</tr>
<tr>
<td>IsoHash</td>
<td>0.363 ± 0.410</td>
<td>0.109 ± 0.168</td>
</tr>
<tr>
<td>ITQ</td>
<td>0.372 ± 0.414</td>
<td>0.111 ± 0.169</td>
</tr>
<tr>
<td>MDSH</td>
<td>0.415 ± 0.504</td>
<td>0.170 ± 0.095</td>
</tr>
<tr>
<td>Our-single</td>
<td>0.307 ± 0.427</td>
<td>0.040 ± 0.092</td>
</tr>
<tr>
<td>Our-dyadic</td>
<td>0.306 ± 0.411</td>
<td>0.048 ± 0.107</td>
</tr>
<tr>
<td>Our-simple</td>
<td>0.296 ± 0.380</td>
<td>0.023 ± 0.041</td>
</tr>
</tbody>
</table>

4.3 Results

Every experimental result presented here is an average of the performances over five runs. The left part of Table 1 shows the mAP of MIR-Flickr and the corresponding precision-recall curves are shown in Fig. 2. As we can see, our method generally outperforms other methods on the cases of using longer binary codes. The precision of our method improves faster than other methods as the number of bits increases, which suggests that each additional bit generated by our method provides more information that can further partition the feature space in an efficient way.
Fig. 2. The precision recall curves of MIR-Flickr dataset. (a)-(e) The comparisons on different bit-lengths.

Table 2. Results on CIFAR-10. The rank of each method on each category is included (ranked from 1 to 9).

<table>
<thead>
<tr>
<th>method</th>
<th>mAP of CIFAR 50th nearest neighbors</th>
<th>Precision @ recall=500 for CIFAR true labels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># bits</td>
<td>32</td>
</tr>
<tr>
<td>AGH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSH</td>
<td></td>
<td>0.120</td>
</tr>
<tr>
<td>SH</td>
<td></td>
<td>0.114</td>
</tr>
<tr>
<td>IsoHash</td>
<td></td>
<td>0.202</td>
</tr>
<tr>
<td>ITQ</td>
<td>0.209</td>
<td></td>
</tr>
<tr>
<td>MDSH</td>
<td>0.135</td>
<td></td>
</tr>
<tr>
<td>Our-simple</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our-dyadic</td>
<td>0.140</td>
<td></td>
</tr>
<tr>
<td>Our-simple</td>
<td>0.139</td>
<td></td>
</tr>
</tbody>
</table>

Table. 2 shows the mAP and the precision at recall equal to 500 for CIFAR-10 with respect to i) the ground truth defined by Euclidean distance and ii) the true label. The results of CIFAR-10 with ground truth defined by Euclidean distance is similar to MIR-Flickr. Our method performs well when the bit-length is longer than 128 bits. In general, the single exemplar scheme performs more stably than the dyadic scheme, even though in some cases the dyadic scheme can achieve slightly better performance. The performance of the simple version of our method (without SVM training) is acceptable but is not comparable to the other two settings of our method that involve SVM training.

In the last set of experiments we evaluate the scalability of our method using the GIST1M dataset. Fig. 3 shows the best experimental results on the number of true positives versus the first $R$ retrieved nearest neighbors. The right part of Table. 1 summarizes the performance of different methods with respect to the recall at $R = 500$. Our method is better than other hashing techniques on the cases of 256-bit and 512-bit codes. Unlike in the previous two experiments, this time the simple version of our method performs poorly on the GIST1M dataset. This might imply that, for finding the decision boundary, the large-margin criterion is better than separating at the middle point. The drawback of inadequate partitioning of the feature space becomes significant when the size of dataset increases.

4.4 Computation Time of Querying

The training stage of our method is very efficient because we only use a small number of data to train the weak classifiers. Regarding the query time, it is worth noting that, the number of support vectors does not cause additional computational burden because we use linear kernel. All support vectors can be merged into a single vector
via linear combination. Therefore, it takes only one inner-product to derive one hash bit, and the overall computational complexity of querying only depends on the bit-length of hash code. As a result, the query time of our method is faster than ITQ [11] and comparable to LSH [10]. Table 3 lists the number of support vectors we obtain in each experiment for reference. Our method can be viewed as a two-level modeling of the original data: from the original data points to the support vectors, and from the support vectors to the partition functions for hashing. Our method can scale-up very well to deal with nearest-neighbor search problems.

5 Conclusion

This paper presents a new method to make use of the discriminating power of classifiers in an unsupervised way. Our method is able to model and partition the feature space according to the Gaussian normal affinity measure. We have shown that with the efficient mechanism of partitioning the feature space, our method performs very well on large datasets, especially when we use longer binary codes.
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