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Lecture Notes 0: Krylov subspace methods
Lecturer: Che-Rung Lee Scribe: Tzu-Wei Huang

1 Polynomial of matrix A

1.1  Characteristic polynomial of matrix A
Py(z) = |A —zI|.

example: given
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Let P4s(x) = 0, then x; = —5,29 = 2, which are the eigenvalues of matrix A. This

polynomial encodes several important properties of the matriz, most notably its eigenvalues,
its determinant and its trace. [wikipedia/

1.2 Cayley—Hamilton theorem
Let Pa(x) be the Characteristic polynomial of matrix A, then
Ps(A) =0.

try it:
Pa(A) = A2 —3A — 101
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A bogus proof: p(A) = det(Al — A) =det(A—A) =0.
formal proof:
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Since A1, A2, ..., Ay, are root of Py(z) = 0.

1.3 express a matrix by its characteristic polynomial

We can use polynomials of A to express any functions of A if A is diagonalizable.

flz) =zt = a1zt + ...+ a2,
A7l = f(A).

example: given

the eigenvalues of A are Ay =5, Ao = —2.

A ' =224+ br+c
P(5) = f(5)=1/5=(1/5)*+ (1/5)b+c



P(=2) = f(=2) = —1/2 = (=1/2)* + (=1/2)b+¢
=b=-29c=-10.3
= P(z) = 2? — 2.92 — 10.3

P(A) =A% —294 103 = A™!

.(check by hand)
We can replace the operation on matrix A by with a corresponding polynomial, the
coeffients of the polynomial are computed similarly.

1.4 interpolation and approximation of polynomial

e Interpolation
P(z)=2" +ap_12" '+ ...+ a1z + ag

find ayp—1, ..., ag, such that for all \;;, P(\;) = f(\;).
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That is the form of Az = b, where A € R™*"™; z,b € R"*1,

e Approximation use low-dimensional polynomial to approximate high-dimensional polt-

nomial.
P(z) = apz® + ap_12" 1+ .+ a1z + ag

find ayp—1, ..., ag, such that for all \;;, P(\;) = f(\;).
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That is the form of Az ~ b, where A € R"**: 2 € RF*1;p € R™! and k < n. We can
treat it as a least squares problem and solve x for the polynomial coefficients.

1.5 Krylov subspace

An m-dimentional Krylov subspace of A is defined as follows:

,Cm(Avq_i) == Span{q_ia Aq_’hAQq_’l? "'7Am71q_"1 .

Different ¢) results in different subspace C,, (Aq1).
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Since the above operation is numerically unstable, we use Arnoldi mehtod to generate an
equvalent subspace. The basic idea of Arnoldi method is similar to Gram-Schmidt process.

for i =1...m do
Yi = AG;
orthogogalize ¥; against current subspace ); such that
Ui = Qihi + 27
if ||Z]| eugals O then
reach invariant subspace
breaktheloop
end
Givr = 7/
Qi+1 = [Qi git1]

end

Then Span{(jl’ (727 q_'37 ey Jm} = Span{ab A@h AZJI: ooy Amilq_’l}'



