
CS5321 Numerical Optimization Homework 8

Due June 21

1. (30%) Consider the following problem

min
~x

x1 + x2

s.t. x21 + x22 = 2

(a) Write the augmented Lagrangian penalty function of the problem,
and its Hessian matrix (partially differentiated with respected to
~x).

(b) To make the augmented Lagrangian exact, i.e. having the same
solution as the original problem, what should be the penalty pa-
rameter µ? (Hint: use the second order optimality condition to
evaluate the Hessian matrix.)

2. (70%) Consider the following linear programming problem

min
~x

−x1 + x2

s.t. x1 + x2 ≤ 40

2x1 + x2 ≤ 60

x1, x2 ≥ 0

(a) Transform the problem to the standard form.

(b) Write the dual problem of (a).

(c) Write the KKT condition of the (b) with the relaxed complemen-
tarity slackness condition.

(d) Write the formula of calculating the step direction ~pk of the New-
ton’s method for solving the KKT condition in (c).

(e) Implement the Interior Point Method, as shown in Figure 1, to
solve the problem with (x1, x2) = (5, 30), and output the ~xk, ~sk,

and ~λk. Try different initial slack variables ~s0 and αk to see the
effects.

1



(1) Given an interior point ~x0 and the initial guess of slack variables ~s0 .
(2) For k = 0, 1, . . .
(3) Choose σk ∈ [0, 1] and solve

 0 AT I
A 0 0
Sk 0 Xk

 ∆xk
∆λk
∆sk

 =

 ~c− ~sk − AT~λk
~b− A~xk

−XkSke+ σkµke

 ,

where µk = ~xTk ~sk/n, Xk = diag(~xk), Sk = diag(~sk).
(4) Compute αk such that

(~xk+1, ~λk+1, ~sk+1)
T = (~xk, ~λk, ~sk)T + αk(∆xk,∆λk,∆sk)T

is in the region N(γ) = {(~x,~λ,~s)|xisi ≥ γµk,∀i = 1, 2, . . . , n}
for some γ ∈ (0, 1].

Figure 1: The interior point method for solving linear programming
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