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Least-squares problems

e Linear least-squares problems
QR method

e Nonlinear least-squares problems
Gradient and Hessian of nonlinear LSP
Gauss--Newton method
Levenberg--Marquardt method
Methods for large residual problem
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Example of linear least square |:

e y =B, + Box (from Wikipedia) 1
1418 = 6 Z
51 +28, = 9 Y
S 430 = T 6
3+ 453, =10 |

o

6 (8, + 18/ 4[5 - (B + 28 +(7 = (By +38,) [ +[10 - (B +48)]
e 3,=35,B,=14. Thelineis y=3.5+ 1.4x



Linear least squares problems

e A linear least-squares problem is f(x)=1/,||4x—y||*.
e It’s gradient is Vf (x)=41(4x—y)
e The optimal solution is at Vf (x)=0, ATAx=A"'y
A'Ax = A'y is called the normal equation.
e Perform QR decomposition on matrix 4 = QR.
AT Az = RTQTQRx = RTQ1y
R” is invertible. The solution x = R~/Q7y.
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Example of nonlinear LS 2
d(z,t) = x1 + twg + t*x3 + 40" "5
. . .. 1 — 2
e Find (x,,x,,X;,X,,X5) tO minimize 5 ZW(CL’ t5) — v
j=1

ce !
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Gradient and Hessian of LSP

e The obj ect function of least squares problem 1s

1 N o
= 2 Z (z) where r; are n variable functions.

[ (S
o Define Rz)= | . The JacobianJ(z) = 2:
\ frm(x) )m \ Vrm(z)t )
e Gradient Vf(z) = ) ri(z)Vri(z)=J(z)" R(x)
7=1

Hessian v2f(z) = J(@)TJ(2)+ Y ri(@)V2r;(z)
71=1
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Gauss-Newton method

V2 f(z) = J(x)" J(x) + Z ri(z)Vir;(z)!

e Gauss-Newton uses the Hessian approximation
Vi f(z) = J(x)" J(2)

It’s a good approximation if ||R|| 1s small.

This 1s the matrix of the normal equation

Usually with the gne search technique

1

e Replace /() = 3 3" r3(x) with f() = 57p+ RJ?
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Convergence of Gauss-Newton

e Suppose each r; 1s Lipschitz continuously
differentiable 1n a neighborhood NV of {x|f(x)<f(x,)}

and the Jacobians J(x) satisty ||J(x)z|[>Y||z||. Then
the Gauss-Newton method, with ¢ that satisfies
the Wolfe conditions, has

lim J! Ry =0

k— 00
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Levenberg-Marquardt method

e Gauss-Newton + trust region
e The problem becomes
min %ij + R|? subjectto |[p| <A,
e Optimal condition: (recall that in chap 4)
(JYJ+XDp = —J'R

AMA—pll) = 0
e Equivalent linear least-square problem

() (5]

mlIl -
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Convergence of Levenberg-
Marquardt

e Suppose L={x | f(x) <f(x,)} 1s bounded and each

r; 18 Lipschitz continuously differentiable in a
neighborhood N of £. Assume for each £, the

approximation solution p, of the Levenberg-
Marquardt method satisfies the inequality

) v (a1
my(0) — mp(pr) = c1||Jg rr|| min | Ag, =
|5 Tk ]

for some constant ¢,>0, and ||p,||<yA, for some y>1.
Then lim J! Ry, =0

k— 00
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Large residual problem

Vif(x) = J(z)" J(x) + Z ry(x)V2r;(z)"

e When the second term of the Hessian 1s large
Use quasi-Newton to approximate the second term
The secant equation of V2r,(x) is

(Bj) (@41 — xk) = Vrj(xp41) — Vrj(zk)

The secant equation of the second term and the update
formula (next slide)
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Sk+1(Tr41 — Tk)

]
.MS

71=1

3

i (Tr11)(Bj)rs1(Ths1 — Tk)

— Zfrj (Zg+1) Vrj(2ps1) — Vrj(ar))

j=1
T T
= e Bl — Ji B

Dennis, Gay, Welsch update formula.

(z — Sps)y? +y(z — Sps)t (2 — Sks)?

Spi1 =8 —
b1 = Ok T yT's (yT's)?
S = Tk4+1 — Lk
T T
Yy = Jpp1Tk+1 — Jp Tk

T T
= JepaTe+1 — Ji e
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