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The ICM (Iterated Conditional Modes) algorithm has recently been exploited
for image segmentation. The ICM segmentation algorithm iteratively updates
the label of each pixel until a prescribed criterion is achieved. Most experiments
and work have assumed that the true labeling is modeled by a discrete Markov
random field and that the observed degraded image is formed by adding i.i.d.
Gaussian noise to the true image. This paper reports on the ICM algorithm with
various assumptions of degradation models. We characterize the mathematical
formulas, list the ICM algorithm, and give the experiments based on known model
parameters to segment synthetic images. The ICM algorithm segments images
reasonably well under a variety of degradation models even though prior informa-
tion is inadequate. A practical application of ICM algorithm for reconstructing
an infrared image for target recognition is given.

Keywords: Gibbs distribution, 1CM, Markov random field, pixel labeling, seg-
mentation.

1. INTRODUCTION

Let an MxN intensity image be defined as a coloring on an MxN lattice with
possible colors 0, 1, ..., 255. Given an MxN intensity image, the problem is to
label each site or pixel in this MxN lattice to optimize some prescribed criterion.
The problem is either called image restoration [2, 9] or image segmentation [6, 7].
In image restoration, the labels in the true image can be chosen from {0; 1, ..., 255}.
In image segmentation, the true labels can be chosen from A = 0, 1y w2y 6T},
where G < < 255. For example, the labels can refer to a land-use category. Inedge
detection, there are only two possible labels (edge or non-edge). Thus, the edge
detection problem can be viewed as a special case of image segmentation with G=2.
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326 CHAUR-CHIN CHEN AND RICHARD C. DUBES

This paper deals with image segmentation. A segmentation algorithm re-
quires information about the image. A segmentation algorithm good for one
image may not be appropriate for other images. A good review of segmentation
techniques up to 1981 can be found in [15]. Haralick and Shapiro [10] also
surveyed segmentation techniques with emphasis on edge detection.

Image segmentation using a Markov random field (MRF) to capture con-
textual information has been widely reported [2, 5-7, 9, 12-14]. Most papers
either concentrate on the results of segmenting individual images or emphasize
statistical analysis of image data. MRF model-based segmentation algorithms
have had at least one of the following drawbacks making duplication of results
difficult: (i) the mathematical formulas were not given exactly, (ii) the algorithms
were not listed, (iii) the parameters used in the algorithms were not clearly
specified, (iv) the image data were not sufficiently described.

Dubes et al. [8] have recently demonstrated that the ICM algorithm is a
powerful MRF-Based labeling algorithm for image segmentation. In all of their
experiments, the algorithm itself assumed that the degraded images were formed
by adding i.i.d. Gaussian noise to each pixel of the true images, although some
images involve correlated noise and textured regions. This paper reviews and
extends the ICM algorithm to various models of degradation. We not only
emphasize the mathematical results but also report experimental results and
demonstrate its application to an infrared image.

2. BACKGROUND

The ICM algorithm attempts to label a lattice by locally optimizing the a
posteriori distribution [2, 8]. An MRF is imposed as the prior distribution and
a degradation model is assumed so that the a posteriori distribution is also an
MRF. Fig. 1(a) defines a notation for the relative neighbors of pixel t while
Fig. 1(b) shows the orders of neighbors of pixel t up to order 5 [4].

=11 -7 | -6 | 48 |t+12 5 4 3 4 5

-9 | 6-3 | 62 |t e+10 4 2 1 2 4

-5 | -1 t | t+1]t+5 3 1 t 1 3

e-10] G4 | e+2 | t4+3 | 649 4 2 1 2 4

=12 -8 | 46 | 47 |u+ll 8 4 3 4 5
(a) (b)

Fig. 1. The pixels and orders of neighbors of pixel t.
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In the following discussion, we assume that the true labeling is a realization
of an MRF whose Gibbs distribution is given by

fix) = e"®/Z,

where x is an MN-tuple vector, Z is the normalizing constant, and the energy
function U is defined as

MN ¢

U = Z 2 BTG, ., (1)

t=1 r=1

where J(a,b) = -1 if a=b, 0if a#b; ¢ = 2 for a 1st-order MRF and ¢ = 4 for
a 2nd-order MRF. For details refer to [1, 4, 11].

The observed images are obtained by degrading the MRF with the schemes
described below.

Case 1

Each pixel is degraded with i.i.d. Gaussian noise. In other words, the ob-
served image, denoted by a random vector Y, is assumed to come from a known
distribution conditioned on X =x, whose distribution is given by

MN
(y1x) = Ly %). @

Under the assumptions of (1) and (2), the a posteriori distribution of X con-
ditioned on y (X|y) also defines an MRF [Appendix A]. In the case where

filx) ~ Ny, o), 3)
the distribution of X|y and its energy function are characterized by

— UKy
f(x|y) = e/ Zyy, Where Zyjy i¢ the normalizing constant, and

i 0 -mF g
UKy = E[;ln(oig + _z.z*‘_r + DaI, xm)] @

Let x,, be the collection of all neighbors of pixel t excluding pixel t. For
example, in a 2nd-order neighborhood, X,;, = {X..1, X125 Xo430 Xp24). A simple
derivation according to Eq. (1) of Appendix A shows that

f(x,|X3,,¥) = eV/Z, where Z, is a normalizing constant, and

— 2 ¢
Ez_o,zf_i)_ + rglﬁr[J(Xu Xpor) + J(Xt, Xl:_‘.)], (5)

t

1
U, = —In@) +
2 l
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Case 2

Pixels are degraded by correlated noise generated from an auto-normal MRF
model [1, 4] whose density function, conditioned on the true labeling, is given by

B Yz
f(y|x) = Wexp[—@ - w)'B(y — p)/2a°. (6)

The matrix B is an MNXMN block circulant matrix with M blocks of NXN cir-
culant matrices B;;'s [3, 4] defiined below.

Bll B, . . B
Bim B; . . B],M—I
B =
_Bu B . . By _

For the 2nd-order neighborhood,
B,,=circulant (1, -8,,0, 0,..... ,0,—8),

B,,=circulant (—86,,—8,, 0,0,..... ,0,—8,),
B,y =circulant (—-6,,—8,, 0,0,..... ,0,—6;),
B;=0 for 2<j<N.

The distribution Y |x specified in Eq. (6) is also called a Gaussian Markov random
field (GMRF). It can be shown that f(x|y) also defines an MRF whose energy
function is given by

MN 1 ¢’ c
Uxly) = & [E{(yt = i)' = 2L00 — )i — b )} + DRI, xm)]
(7
Note that the size of neighborhoods for Y|x and X, ¢’ and ¢, need not be the
same, but one must be dominated by the other to guarantee that f(x|y) defines
an MRF. Without loss of generality, we assume that ¢’ = ¢ in this paper. A

further simplification shows that the conditional density, X,, the label of pixel t,
given its neighbors can be expressed as

f(x,|X,,¥) = €Y/Z, where Z, is a normalizing constant, and

1 [+
Ut =2_62'{(Yt - ”x[)z = zrgler(Yt - “xl)[(yl:+r - “x(:ﬂ)+(YI:—r - 'u"[:,_[)]}

+ Zc:ﬁr[‘l(xt’ Xt:+r)+J(xt! X‘t:—r)]- (8)

r=1
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Case 3
The observed image y is an MXN multispectral image, so each pixel consists
of a vector of the same length, say d. Our goal is still to find an MxN labeling
X which maximizes the a posteriori distribution of X given y. We further assume
that
MN

fy%) = I £(y;|x), and f3[x) ~ NG, C,), ©)

where y., p. are d-tuple vectors and C. is a dxd positive definite matrix. Under
the assumptions of (1) and (9), the a posteriori distribution of X|y also defines
an MRF whose distribution and energy function are characterized by

fx|y) = e"*W/Z,,, where Z,, is a normalizing constant, and

MN 1 c
Uy = D[ (G| + 00 = w)"C00 - w)} + ZAIGs, xm)]. (10)

A simplification shows that the conditional density can be expressed as

f(x,|X5,y) = e€Y/Z, where Z, is a normalizing constant, and

{ln’cxll + (Yt _lu'xl)TCxlAl(YI R ”’xt)} + rg}BI{J(XU Xt:+r) + J(Xt! Xt:—r)}'
11

1
=
2

The ICM algorithm [2, 8] searches for an optimal labeling x based on an
observed image y by iteratively minimizing the conditional energy given in Eqgs.
(5), (8), or (11). Notice that the ICM algorithm only guarantees finding a local
optimal labeling. The environments of the ICM algorithm are described in the
following Section.

3. PIXEL LABELING ALGORITHM-ICM

The ICM algorithm was first proposed by Besag in 1986 to find an optimal
labeling x based on a given intensity image y. A prior MRF presents contextual
information; for example, if all 3.'s in Eq. (1) are positive and large enough,
the MRF tends to generate homogeneous regions [4]. Given the initial labeling,
it iteratively updates the label of pixel t by maximizing f(x,|X,,,y) for t=1, 2, ....,
MN, where X;, = {X.., X...r=1, ..., ¢}. Note that the formula f(x,|x,,y) =
f(x,|y,X,) was given in Egs. (5), (8), or (11) according to different assumptions
on f(y|x), where X, = {x;[i=1, 2, ...., MN, j#t}. The procedure is repeated
until the local minimum energy is achieved. The initial labeling is usually obtained
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by applying a maximum likelihood estimation (MLE) individually on each pixel,
namely, a classification without using spatial information. The ICM algorithm
finds a labeling with a local minimum energy, it does not guarantee finding a
labeling with a global minimum energy. Dubes et al. [8] demonstrated that under
wrong prior information, labeling with a global minimum energy need not be the
best solution. Besag [2] showed by experiments that it was usually enough to
take 6 complete scans or fewer to achieve a reasonable labeling. The ICM
algorithm is listed below and the experiments are given in the next Section.

ICM Algorithm

(a) Initialize a labeling by applying MLE for each pixel.
(b) Fort=1 to MN
X g if f(x,=g|x5,Y) > f(x,=g|X,,y) for all g€ A and g,EA.
(c) Repeat (b) until “‘the energy achieves a local minimum’’ (6 scans here).
(d) x is the required labeling.

4. EXPERIMENTS

We now report on experiments showing how the ICM segmentation algorithm
segments the degraded images obtained with the degradation processes given in
Section 2. To let a boundary pixel have the same number of neighbors as an
interior pixel, we assume that all images have periodic boundaries. Throughout
the experiments, all of the images had size 64x64, and the isotropic 2nd-order
Ising model [11] was used as the prior distribution, i.e., c=4, and 8,=8,=8;=8,=8
in Eq. (1), where B=1.5. The stopping criterion was defined to be 6 raster
scans. In each case, our goal was to find the binary segmentation which had a
local minimum of energy defined in Eqgs. (4), (7), or (10). Two true labelings,
each consisting of two labels 0 and 1, were considered throughout all of the
experiments. The images displayed in Fig. 2 have gray levels 100 and 240 cor-
responding to labels 0 and 1, respectively, for display purposes. In the following
experiments, we assume that the frue images have gray levels 130 and 160 cor-
responding to labels 0 and 1 to avoid gray values beyond the display range
[0, 255].

(a) (b)

Fig. 2. The Display of Images Corresponding to True Labelings.
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Experiment-1 Degradation with i.i.d. Gaussian Noise

The degraded images shown in Figs. 3(a) and 3(b) are obtained by adding
i.i.d. Gaussian noise with mean 0 and variance 900 to each pixel of the images
in Fig. 2. Both of the gray level histograms of images in Fig. 3 are unimodal,
so simple thresholding techniques are not appropriate [15]. We apply the ICM
algorithm by using f(x,|X;,Y) in Eq. (5) with known parameters to segment the
degraded images in Fig. 3. The segmentation results shown in Figs. 3(c) and 3(d)
are visually similar to the true images in Fig. 2, although not perfect.

@ ) © @

Fig. 3. The Degraded and Segmented Images in Experiment-1.

Experiment-2 Degradation with Correlated Noise

The degraded images shown in Figs. 4(a) and 4(b) were obtained by adding
the correlated noise generated from the Gaussian Markov random field [Appendix
B, 1-4] with parameters p=0, ¢=30, 6,=6,=0.10, 8,=8,= —0.05 to the true
images. Again, the gray level histograms of these images are unimodal, so simple
thresholding techniques without using spatial information will lead to bad seg-
mentation results. We applied the ICM algorithm by assuming f(x,|X,,Y) in Eq.
(8) with known parameters to the degraded images in Figs. 4(a) and 4(b). The
segmentation results shown in Figs. 4(c) and 4(d) are still reasonable since the
signal to noise ratio is low (= 1). But the results in this Experiment are not as
good as those in Experiment-1; we suspect that the wrong prior model (the true
labeling is not a realization of the prior MRF model) associated with the cor-
related noise may attenuate the segmentation results.

(a) (b) (c) (d)

Fig. 4. The Degraded and Segmented Images in Experiment-2.
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Experiment-3 Multispectral Images

This experiment examines the extension of ICM to multispectral images.
We assume the true image is a 2-band binary multispectral image, and each pixel
consists of a 2-tuple vector whose components have two possible values. The
two possible vectors corresponding to each pixel are (100, 130) and (120, 160).
The band-1 true image consists of gray levels 100 and 120. The band-2 true
image consists of gray levels 130 and 160. The degraded images are obtained

400 200]t

200 900
each pixel of a true 2-band image. Figs. 5(a) and 5(b) show the degraded images
corresponding to different bands whose corresponding true labeling is given in
Fig. 2(a). We applied the ICM algorithm by assuming f(x,|Xa,¥) in Eqg. (11) with
known parameters to the degraded images in Figs. 5(a) and 5(b). The segmenta-
tion results shown in Fig. 5(c) are almost perfect compared with the true image
given in Fig. 2(a).

We repeat the process mentioned in this Experiment on the 2nd image whose
true labeling corresponds to Fig. 2(b). The degraded images corresponding to
two bands are given in Figures 5(d) and 5(e), respectively. The segmentation
result shown in Fig. 5(f) are again almost perfect compared with the true image
given in Fig. 2(b).

by adding i.i.d. multivariate normal noise with p,=p, =0, C,=C, =[

(a) (b) (c)

(d) (e) (H

Fig. 5. The Degraded and Segmented Images in Experiment-3.
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Experiment-4 Application to a Real Image

This experiment demonstrates the practicality of an ICM algorithm in the
real world. Fig. 6(a) is a 200x200 infrared image with possible gray leves from
0 to 255. The histogram of the gray levels is unimodal. An ICM algorithm with
estimated parameters used to segment and localize the object is described below.

ICM Algorithm with Estimated Parameters

(a) Let the histogram of a gray-level image take values from [u, w,], and
let 0, and o, be a-percent and vy-percent quantile of histogram, re-
spectively.

(b) Find an initial X by applying MLE to label each pixel without using
contextual information (i.e., =0 in Eq. (5), (8), (11)). Let 3=1.5.

(¢) Fort=1 to MN

X g if f(x,=gy|X;,¥) > f(x,=g|xX,,¥) for all g€ A and g,EA using
Eq. ().

(d) Update means and variances u;, 0, i=0, 1, by MLE, based on y and
current X.

(e) Repeat (c) K iterations until ‘‘the energy achieves a local minimum.”’

(f) x is the output binary image.

The choice of («, v, K) depends on the signal to noise ratio. It is inap-
propriate to try to find a mathematical optimal (x, v, K). In this experiment,
we heuristically choose a=10, y=90, and K =6.

Note that this algorithm is developed for binary segmentation. For seg-
mentation with more than two labels, step (a) may be modified by a clustering
algorithm; see [14] for an instance.

(a) (b)

Fig. 6. The Infrared Image and the Result of the ICM Algorithm.
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The result of applying the ICM algorithm with estimated parameters to the
image in Fig. 6(a) is displayed in Fig. 6(b). The result is encouraging even if
neither the prior nor the degradation model is suitable for the image.

5. DISCUSSION AND FUTURE RESEARCH

The existing MRF model-based segmentation algorithms [1, 7, 9, 12, 13]
are restricted to using images which are degraded by adding independent noise
to each pixel. We considered more flexible degradation models. We have derived
the mathematical formulas for the ICM algorithm according to various assump-
tions of the degradation model and have demonstrated by experiments for both
artificial and infrared images how the ICM algorithm can be used for image
segmentation. The ICM algorithm can be easily adapted as other priors and
degradation models f(x) and f(y|x) according to the theorem given in Appendix A.

Although the experiments are restricted to segmentation for binary labels,
the extension to multi-level labelings is straightforward but needs further study.
It must be mentioned that the true labeling may never be a realization of the
prior model. Moreover, it is not necessary to assume that the prior one is an
isotropic Ising model [4, 11]; other discrete MRF models [6] may also be used.
The choice of the best prior model is both image-dependent and goal-oriented.

We summarize some possible research in the future as follows.

(1) The extension of the ICM algorithm to segment images with more than
two labels.

(2) The effect of prior and degradation models on synthetic and real images.

(3) The application of the ICM-based algorithm to edge detection and boundary
extraction.

(4) Applications to real images such as X-ray images, ultrasonic images, and
microphotographs.
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APPENDIX A
MRF and the posteriori distribution

Let P(x) = f(x|y) = f(x|y)/f(y), x,€A for each i, and assume

MN
M) fyjx) = 1 f(yi|x),

(2) f(x|x,r#t) = f(x|x;), namely, x is a realization of an MRF.

Then, ““P’’ defines an MRF for X|y.

Proof: Want to prove P(x,|X) = P(x,|X,.).

P(x,|X) = =

P(xs’ i5) f(XS, is!Y)

LP(x,=g, %) L f(x,=g, %|y)
gEA gEA
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MN
f(y|x, &) f(x,|%) {iz{li#s fyilx)} fyslx) (x5 X)

k¥ MN
I [toin-e % fxmglt| I [{H f(slx)} £5,/%,= ) f(xs=g|is)]

zEA

fy,[x) £(x,|%) HVARSRI{VAD ON)

I femgf)] I [fodxee) f=l))]

On the other hand, let T = S—{s} —{3s} and denote all x;, iIET by x; then

XEP(X&sa xs! xT) %f(Y|XBs= Xss XT) f(xas= X5 XT)
P(XSIXaS) = e
)y EP(Xas, X XT)jl z [E f(¥[Xa5s X5 Xp) T(Xp55 X5 XT)]

X EA[ xp

Denominator =| L L {[ I f(y;|x)] [ I fy.[x)] £(yi[x) x,]%) f(xs)ﬂ

- [ B s [{J (o f(mxi)f(is)}] [ L f(yxi. |xas)]

Numerator = X| II f(y|x)] [ I'g £y, |x)] f(y %) f(x]X,) f(is)]

xp [LI€T
= [ I fo ] DI i@} oo |
TEds x; €T

Then,

f(ys | Xs)f(xs |x a s)
P(Xslxas) = (1)
L [f(y,]x,) £(x,|x5)]

X, EA

Therefore, P(x,|X,) = P(x,|X;,), namely, “P’" defines an MRF.
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APPENDIX B
GMRF Sampling Algorithm

A Gaussian Markov random field (GMRF), defined on a lattice L, can be viewed
as a multivariate normal distribution [Bes74] with a mean vector ul consisting
of all u's and a covariance martrix B [1], where the correlation matrix B is
block-circulant. For a 2nd-order GMRF, B was given in Case 2, Section 2. There
are six parameters, u, g, 6,, 6,, 6, and 6, in a 2nd-order GMRF. A sampling
algorithm, proposed by Chellappa [3], is given below.

/* Generate an MxN image from a GMRF; A(i,j) = B(1, j+({i—1)N)*/
(a) Generate an MxN array n with each element i.i.d. from N(0,0"),
(b) Apply 2-D Fourier transform on 5, save the result in 7,

(c) Apply 2-D inverse Fourier transform on A, save the result in A,
(d) x(u,v) < n(u,v)/vAQ,v), for u=0,1,....,M-1; v=0,1,....,N-1.

(e) Apply 2-D inverse Fourier transform on X, save the result in x.
(f) x+pl is a realization.
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