Data Mining           from a subject of ARC short course
Description:

Data mining can be defined as the identification of interesting structure in data. Structure designates patterns, statistical models of the data for prediction, and the relationships among parts of data. For example, given a data set consisting of the gene expression levels acquired from microarray experiments with patients of some disease, how can we find the differentially expressed genes? How can we find a subset of few genes which partitions the patients into clusters? How can we find a subset of few genes which classifies patients into different categories according to the training of pre-clinical diagnosis. The commonly used techniques such as association rule establishment, Whitney’s nonparametric feature selection, dimensionality reduction by principal component analysis for feature extraction, Fisher’s linear classifier design, support vector machine (SVM) approach, as well as leave-one-out error estimation for performance evaluation will be applied for real practical data sets from Taiwanese health insurance database. The results of clustering and classification on interesting data sets will be reported accompanied with a visualization of graphics and/or image results by using software like Matlab, IMSL-PV Wave, and etc.
中文描述：

資料探勘可視為在大量資料中尋找特殊結構如特殊樣式 (pattern)，或尋找統計模式作模擬或預測。例如，在一群病患的微晶片資料中，如何有效找到特殊表現的基因? 如何將病患分群？ 如何根據已知臨床診斷資訊將病患分類以利治療？ 本課程先介紹資料探勘，再進一步介紹在網際網路的應用，然後介紹核心技術分群與分類及其應用，並含概資料探勘在生物資訊的應用。
Data mining         from Wikipedia, the free encyclopedia
Data mining is the principle of sorting through large amounts of data and picking out relevant information. It is usually used by business intelligence organizations, and financial analysts, but it is increasingly used in the sciences to extract information from the enormous data sets generated by modern experimental and observational methods. It has been described as "the nontrivial extraction of implicit, previously unknown, and potentially useful information from data"[1] and "the science of extracting useful information from large data sets or databases".[2]
Terminology  Related terms
Although the term "data mining" is usually used in relation to analysis of data, like artificial intelligence, it is an umbrella term with varied meanings in a wide range of contexts.

Data mining is considered a subfield within the Computer Science field of knowledge discovery. Data mining is also closely related to applied statistics and its subfields descriptive statistics and inferential statistics.
Misuse of the term
The term "data mining" is often used incorrectly to apply to a variety of unrelated processes. In many cases, applications may claim to perform "data mining" by automating the creation of charts or graphs with historic trends and analysis. Although this information may be useful and timesaving, it does not fit the traditional definition of data mining, as the application performs no analysis itself and has no understanding of the underlying data. Instead, it relies on templates or pre-defined macros (created either by programmers or users) to identify trends, patterns and differences.

A key defining factor for true data mining is that the application itself is performing some real analysis. In almost all cases, this analysis is guided by some degree of user interaction, but it must provide the user some insights that are not readily apparent through simple slicing and dicing. Applications that are not to some degree self-guiding are performing data analysis not data mining.
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For the journal, see Machine Learning (journal). 
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As a broad subfield of artificial intelligence, machine learning is concerned with the design and development of algorithms and techniques that allow computers to "learn". At a general level, there are two types of learning: inductive, and deductive. Inductive machine learning methods extract rules and patterns out of massive data sets.

The major focus of machine learning research is to extract information from data automatically, by computational and statistical methods. Hence, machine learning is closely related not only to data mining and statistics , but also theoretical computer science.

Machine learning has a wide spectrum of applications including natural language processing, syntactic pattern recognition, search engines, medical diagnosis, bioinformatics and cheminformatics, detecting credit card fraud, stock market analysis, classifying DNA sequences, speech and handwriting recognition, object recognition in computer vision, game playing and robot locomotion.

