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Abstract

Quorum-based Power Saving (QPS) protocols have been
proposed for ad hoc networks (e.g., IEEE 802.11 ad hoc
mode) to increase energy efficiency and prolong the op-
erational time of mobile stations. These protocols assign
to each station a cycle pattern that specifies when the sta-
tion should wake up (to transmit/receive data) and sleep (to
save battery power). In all existing QPS protocols, the cy-
cle length is either identical for all stations or is restricted
to certain numbers (e.g. squares or primes). These restric-
tions on cycle length severely limit the practical use of QPS
protocols as each individual station may want to select a
cycle length that is best suited for its own need (in terms of
remaining battery power, tolerable packet delay, and drop
ratio). In this paper we propose the notion of Hyper Quo-
rum System (HQS)—a generalization of QPS that allows for
arbitrary cycle lengths. We describe algorithms to generate
two different classes of HQS given any set of arbitrary cycle
lengths as input. We then present analytical and simulation
results that show the benefits of HQS-based power saving
protocols over the existing QPS protocols.

1 Introduction

Ad hoc network technologies and standards, such as
IEEE 802.11’s ad hoc mode, allow the quick set-up of a
wireless network among a group of mobile stations, where
the stations communicate with each other either directly or
indirectly through multiple hops, without the aid of an in-
frastructure (e.g., cables, access points or base stations).
The mobile stations (devices) in the network usually rely
on batteries as the power source, thus, ensuring energy ef-
ficiency during ad hoc communication is essential to pro-
longing the operational time of the devices.

Energy conservation could be achieved at different layers

with different techniques. When a station is not transmit-
ting, the transceiver at PHY layer persists in idle mode and
continuously listens for incoming transmissions. Studies
[7, 12] find that the energy consumed by a wireless module
in listening to the network is only slightly lower than that
of transmitting and receiving data. Therefore, if there are
seldom transmissions destined for the station, idle listening
would waste significant amount of energy. To address this
problem, a power management policy is usually adopted at
MAC layer which, instead of idle listening, allows a station
to sleep (or doze)—to suspend the transceiver—when there
is no data transmission.

The IEEE 802.11 Power-Saving (PS) mode [6] includes
a mechanism that allows a station to go into sleep when
there is no data transmission. The standard divides the time-
line evenly into beacon intervals and requires all stations to
wake up at the beginning of each beacon interval to check if
there is data transmission request from other stations (for
this purpose all stations must have their clocks synchro-
nized). A station will goes into sleep for the rest of a beacon
interval if there is no data transmission request from other
stations destined for the station. Nonetheless, studies [9, 20]
have shown that the IEEE 802.11 PS mode is not energy ef-
ficient under light data traffic loads, because a station still
needs to remain awake for a short time window at the begin-
ning of each beacon interval. To address this problem, re-
cent work [8, 16, 19] has explored the Quorum-based Power
Saving (QPS) protocols which require a station to wake up
only for certain beacon intervals (instead of all beacon inter-
vals as in 802.11 PS mode). Given an integer n, a quorum
system defines, for each station in the network, a cycle pat-
tern (or cycle for short) that specifies the awake/sleep sched-
ule for n continuous beacon intervals. This pattern repeats
every n beacon intervals and therefore n is called the cycle
length. The QPS protocols require a station to remain awake
for only O(

√
n) beacon intervals per cycle and guarantees
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that any two stations will overlap in at least one awakened
beacon interval within each cycle. A QPS system also en-
sures that the collective awakened beacon intervals from all
stations are distributed uniformly within a cycle so that the
bandwidth of the network can be fully utilized. It has been
shown that QPS protocols render much better power saving
than IEEE 802.11 PS mode under light traffic loads.

In QPS protocols, there is a trade-off when it comes to
selecting a value for the cycle length n—the larger the value
of n, the more the power saving; yet the longer the buffering
delay at the sender as data must be buffered until the recipi-
ent wakes up. Requiring all stations to use the same value of
cycle length is problematic as individual stations may have
their own delay requirement on data communications and
constraint of remaining battery power. This consideration
leads to a number of recent work [4, 5] that allow the sta-
tions to use different values of cycle length n, with certain
restrictions. In AQEC [4] n is required to be a square; while
in AAPM [5] n must be a prime number. We call these QPS
systems semi-adaptive in the sense that they allow stations
to use different cycle lengths but only with certain values.
In reality, both these systems render a very limited selec-
tion for the values of n, as the cycle length must be small
(typically, n ≤ 25) due to the consideration of node mobil-
ity and/or route advertisement interval at the network layer
[15]. Studies [2, 11, 21] have shown that devices can end
up consuming excessive energy if any inappropriate cycle
length is used. This urges the need for a new power man-
agement solution that offers more flexibility in the selection
of cycle lengths.

In this paper, we propose and define the notion of Hyper
Quorum System (HQS) that generalizes traditional quorum-
based systems to allow for arbitrary cycle lengths for dif-
ferent mobile stations, while guaranteeing overlap of awak-
ened periods between any two stations. We note that HQS
is “fully adaptive” in the sense that a station can select any
value of cycle length that is best suited to its own require-
ments in terms of packet delay and power constraint. We
propose two constructive algorithms to build HQS schemes,
one based on the semi-adaptive grid QPS [16] and another
based on the difference set [14], in O(1) time. To the best
of our knowledge, these are the first known fully adap-
tive quorum-based power management protocols for ad hoc
networks. Experimental results show that the HQS-based
power management protocol may offer significantly better
performance than traditional QPS protocols. In particular,
it yields up to 41% improvement in energy efficiency under
heavy traffic loads.

The rest of this paper is organized as follows. In Section
2, we review existing power management protocols for ad
hoc networks. Section 3 formally defines the notion of HQS
and describes two HQS constructing schemes. The power
management protocol based on HQS is also described. Sec-

tion 4 presents the performance evaluation of our protocols
based on both analytical and simulation results. Section 5
concludes the paper.

2 Preliminaries

In this section, we review existing power management
protocols for ad hoc networks.

2.1 IEEE Power Saving Mode

IEEE 802.11 [6] is currently one of the most popular
MAC standard for wireless ad hoc networks. The operation
of IEEE 802.11 Power Saving (PS) mode is shown in Figure
1(a). The time axis is divided evenly into beacon intervals
and all stations are synchronized to align on these intervals.
At the beginning of each beacon interval is an ATIM (An-
nouncement Traffic Indication Message) window. Each sta-
tion is required to wake up and remain awake during the
entire ATIM window.

If a station, say H1, intends to transmit data to a des-
tination, say H0 (Figure 1(a)(1)), it first unicasts an ATIM
frame to H0 during the ATIM window (Figure 1(a)(2)). H0,
upon receiving the ATIM frame, will send back an acknowl-
edgement. After this ATIM notification procedure, both H0

and H1 will keep awake for the rest of the beacon interval,
during which the DCF (Distributed Coordination Function)
mechanism (i.e., RTS, CTS, and random back-off) [6] will
be initiated to transmit the data (Figure 1(a)(3)) while avoid-
ing collisions1.

If a station neither sends out nor receives an ATIM no-
tification during the ATIM window, it may enter the doze
mode (that is, to sleep) for the rest of the beacon interval.

In IEEE 802.11 PS mode, the Target Beacon Transmis-
sion Time (TBTT) on all stations should be aligned to en-
sure the overlap of ATIM windows. To synchronize the
timer, all stations contend to send a beacon frame, which
carries timer information, at the beginning of a beacon in-
terval. Upon hearing the first beacon, each station synchro-
nizes its clock with the carried information and cancels its
own beacon transmission.

2.2 Quorum-based Power Saving Proto-
cols

Existing Quorum-based Power Saving (QPS) protocols
for ad hoc networks can be classified into two categories:
the static and semi-adaptive protocols. The static QPS
protocols, which require all stations to use the same cy-
cle length, can be further divided into two sub-categories:

1Note in the situation where data transmission cannot complete within
a single beacon interval (due to collisions or large data volume), H1 can
set the more-data bit (in frame header) true telling H0 to remain awake
through the successive beacon interval, and then the data transmission con-
tinues [6].
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Figure 1. Existing ad hoc power management protocols. (a) IEEE Power Saving (PS) mode. (b) Static grid/torus-
based quorum systems. (c) AQEC with semi-adaptivity.

synchronous and asynchronous. Synchronous QPS [16, 17]
rely on a timer synchronization mechanism to ensure the
overlap of awakened periods between each pair of stations.
The asynchronous QPS protocols [8, 19] ensure the overlap
of awakened periods even when there is no timer synchro-
nization mechanism. The latter protocols are more scal-
able to large numbers of stations as timer synchronization
is costly in such situations. This advantage however comes
at the expense of less energy efficiency as a station will need
to stay awake for the entirety of a beacon interval for which
the station is scheduled to wake up (in contrast, in synchro-
nous QPS a station only needs to stay awake during the
ATIM windows of those beacon intervals). Recently, the
semi-adaptive QPS protocols, AQEC [4] and AAPM [5],
were proposed that allow stations to choose different cycle
lengths with certain restrictions on the values that can be
selected from.

In the following we briefly summarize the static, grid-
based QPS protocols [8, 16] and the semi-adaptive AQEC
protocol [4] as they are relevant to our study.
Grid-based QPS protocols: Figure 1(b) illustrates the

awake/sleep schedules of two stations, H0 and H1, which
are defined by a grid quorum scheme with cycle length
n = 9. The grid quorum scheme organizes every n contin-
uous beacon intervals into an

√
n×√n array and numbers

them from 0 to n − 1 in a row-major manner. It defines a
quorum as a set containing the numbers along an arbitrary
row and an arbitrary column in the array (e.g., {0, 1, 2, 3, 6}

or {1, 4, 6, 7, 8} as shaded in Figure 1(b)). Each station, by
using this scheme, is able to obtain its own quorum of quo-
rum size (i.e., cardinality) 2

√
n − 1. For all beacon inter-

vals whose numbers are specified in the quorum, the station
will remain awake during the ATIM windows (as in IEEE
802.11 PS mode). For beacon intervals whose numbers do
not appear in the quorum, the station will sleep without even
awaking for the ATIM windows. Such a schedule repeats
every n beacon intervals and is called the cycle pattern (or
cycle for short). We denote the duration of the ATIM win-
dow and beacon interval as A and B respectively. This
scheme gives the lowest duty cycle (i.e., the portion of time
a station remains awake) (2

√
n−1)A
nB

. Apparently, the larger
the cycle length n, the more the power saving.

In QPS protocols, a beacon frame should carry additional
information about the schedule, including the adopted quo-
rum and the number of current beacon interval, etc. Unlike
the IEEE 802.11 PS mode where a station should cancel
its own beacon transmission upon hearing the first beacon
frame, each station should persist its beacon transmission
(even when the others’ beacons are heard) to claim its own
schedule.

As we can see in Figure 1(b), each quorum in the grid
quorum scheme intersects with any other quorum in two el-
ements. This implies that the ATIM windows between sta-
tions overlap twice per cycle. Once beacon frames are ex-
changed at an overlapped period (Figure 1(b)(1)), stations
H0 and H1 are able to discover each other; that is, to re-
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ceive and keep one another’s schedule, and to predict the
next coming of ATIM window at the other party. Suppose
H1 has data for H0 (Figure 1(b)(2)), it buffers the data and
waits for the next ATIM window of H0. When H0 wakes
up (Figure 1(b)(3)), H1 unicasts an ATIM frame to H0 and
starts the notification and data transmission procedures as
described previously in the IEEE 802.11 PS mode. ¥

It is important to note that the grid quorum scheme en-
sures the overlaps of ATIM windows even when the num-
bering of beacon interval shifts between stations. For exam-
ple, as we can see in Figure 1(b) H0’s clock leads H1’s
clock by one beacon interval. The quorum adopted by
H0, from H1’s point of view, becomes {0− 1(mod 9), 1−
1(mod 9), 2 − 1(mod 9), 3 − 1(mod 9), 6 − 1(mod 9)} =
{8, 0, 1, 2, 5}. We can easily verify that the rotated schedule
of H0 still overlaps twice per cycle with that of H1. This
nice property is due to the fact that the intersections between
H0’s and H1’s quorums are shift-invariant2. Apparently,
only those quorum schemes producing shift-invariant quo-
rums can be used in a QPS protocol. The lower bound of
the size of these shift-invariant quorums is

√
n [8].

The power saving advantage provided by QPS protocols
comes at the price of delay. Such delay includes the data
buffering time, i.e., the duration between a packet arrival
(on a sending station) and its start of DCF. As we can see
in previous examples, the data buffering time in grid-based
QPS protocol is at most O(

√
n)B. Besides, two adjacent

stations may not be able to discover each other until a cycle
passes by. The neighbor discovery time, i.e., the time for a
station to discover its new neighbor, is therefore O(n)B in
the worst case.
Semi-adaptive AQEC protocol: The static, grid-based

quorum scheme is extended to a semi-adaptive one in
AQEC [4], where each station is free to choose a cycle
length, given that it is a square number. Figure 1(c) il-
lustrates an example where H0 and H1 adopt cycle pat-
terns with different square lengths n = 4 and n0 = 9 re-
spectively. It can be shown that H0 and H1 are guaran-
teed to receive one another’s beacon frame at least once
every √nmin + nmax − 1 beacon intervals, where nmin =
min{n, n0} and nmax = max{n, n0}. This implies that the
neighbor discovery time is O(√nmin+nmax−1)B. ¥

Another scheme, which is based on the Finite Projective
Plane (FPP) [5], gives similar flexibility except that n must
be a prime. The FPP-based scheme has one serious draw-
back as compared with the grid scheme—it does not give
bounded neighbor discovery time. This makes FPP hard to
be applied to the real networks, since stations are usually
required to discover/update its neighbors once within a cer-
tain period (e.g., a route advertisement interval).

As mentioned earlier, requiring cycle lengths to be

2A quorum scheme that guarantees the shift-invariant intersection is
called cyclic. We will formally define the cyclic property in Section 3.

squares or primes could be too much a stringent requirement
as in practice the cycle lengths are usually smaller than 25,
due to the node mobility and routing requirement3. Stud-
ies [2, 11, 21] have shown that a PS station compromis-
ing on a sub-optimal cycle length may end up consuming
more energy than a non-PS station because of the excessive
packet drops and re-transmissions. Apparently, to allow a
fine-tunable cycle length on each station is a key to success
for a QPS protocol.

3 The Hyper Quorum System

This section defines the notion of Hyper Quorum System
(HQS) and describes algorithms to construct two different
classes of HQS. HQS is a generalization of traditional quo-
rum systems [3] where stations may obtain cycle patterns of
arbitrary lengths that best suit their requirements.

The advantage offered by HQS is two-fold. First, HQS
allows more energy saving on those stations having critical
battery power or light traffic load. This overall prolongs the
lifetime of a network. In addition, HQS gives controllable
delay that is able to meet application requirements. This
avoids serious performance degradation and energy waste
on packet re-transmissions as induced by traditional power
management protocols. Note this advantage becomes sig-
nificant when all peers in a network have distinct require-
ments of energy consumption and delay, which is usually
true due to the number of hops, battery life, mobility, and
running applications.

3.1 Definitions and Fundamentals

Consider the sets in which each element denotes a num-
ber of beacon interval. The following definitions are based
on [3, 14].

Definition 3.1 (n-coterie) Given an integer n and a uni-
versal set U = {0, 1, · · · , n− 1} over the modulo-n plane.
Let X be a set of nonempty subsets of U . We call X an
n-coterie if and only if for all Q, Q0 ∈ X , Q ∩Q0 6= ∅.

For example, the set {{0, 1, 2, 3, 6}, {1, 4, 6, 7, 8}} given in
Figure 1(b) is a 9-coterie. Conventionally, a coterie X is
termed a quorum system, and the elements of X (i.e., Q)
are called the quorums.

Not every quorum system is applicable to a QPS protocol
[8]. In a QPS protocol, two quorums must intersect even
when one “shifts.” This leads to the following definitions:

Definition 3.2 ((n, l)-cyclic set) Given integers n and l,
where 0 ≤ l ≤ n − 1. Let Q be a subset of U , U =

3In the simulation part of study [4], AQEC provides only 4 practical
choices (i.e., 4, 9, 16, and 25) for cycle lengths.
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Figure 2. Rather than ensuring the intersection be-
tween quorums, the hyper quorum system guar-
antees the intersection between projections of quo-
rums over a modulo-m plane.

{0, 1, · · · , n− 1}. We call Cn,l(Q) an (n, l)-cyclic set of Q
if and only if Cn,l(Q) = {(q + l)modn : ∀q ∈ Q}.

For convenience, we denote a group of cyclic set as
Cn(Q) = {Cn,l(Q) : ∀l}.

Definition 3.3 (n-cyclic quorum system) Given an inte-
ger n and a universal set U = {0, 1, · · · , n − 1} over the
modulo-n plane. Let X = {Q0, Q1, · · · , Qd−1}, d ∈ Z,
be a set of nonempty subsets of U . We call X an n-cyclic
quorum system if and only if the set Cn(Q0) ∪ Cn(Q1) ∪
· · · ∪Cn(Qd−1) is an n-coterie.

For example, the set {{0, 1, 2, 3, 6}, {1, 4, 6, 7, 8}} also
forms a 9-cyclic quorum system, as every element pair in

{{0, 1, 2, 3, 6}, {1, 2, 3, 4, 7}, · · · , {8, 0, 1, 2, 5}} ∪
{{1, 4, 6, 7, 8}, {2, 5, 7, 8, 0}, · · · , {0, 3, 5, 6, 7}}

intersects. The cyclic property ensures the shift-invariant
intersection between {0, 1, 2, 3, 6} and {1, 4, 6, 7, 8}. Re-
call in Figure 1(b) H0’s clock leads H1’s clock by one
beacon interval. From H1’s point of view, the quorum
adopted by H0 equals {8, 0, 1, 2, 5}, which, by definition,
belongs to C9({0, 1, 2, 3, 6}) and still intersects with H1’s
quorum {1, 4, 6, 7, 8}. The above definition serves as the
basis for most quorum schemes used in existing QPS proto-
cols [4, 5, 8, 16, 19].

In the following, we generalize the definition of cyclic
coterie to the notion of hyper quorum system. First, we
define a useful notation:

Definition 3.4 ((n,m, l)-revolving set) Given integers n,
m, and l, where 0 ≤ l ≤ n − 1. Let Q be a subset of

U , U = {0, 1, · · · , n− 1}. We call Rn,m,l(Q) an (n,m, l)-
revolving set of Q if and only if Rn,m,l(Q) = {(q+in)− l :
0 ≤ (q + in)− l ≤ m− 1,∀q ∈ Q, i ∈ Z}.

Intuitively, Rn,m,l(Q) is a projection ofQ from the modulo-
n plane onto the modulo-m plane with an index shift l.
For example, consider two quorums Q0 = {1, 2, 3} and
Q1 = {0, 3, 6, 7, 8} shown in Figure 1(c), which are sub-
sets of U0 = {0, 1, 2, 3} and U1 = {0, 1, · · · , 8} respec-
tively. Given two shift indices l0 = 2 and l1 = 1, we
may project these two sets from the modulo-4 and -9 planes
onto the same modulo-10 plane by using R4,10,2(Q0) =
{0, 1, 3, 4, 5, 7, 8, 9} and R9,10,1(Q1) = {2, 5, 6, 7, 8} re-
spectively. Note both R4,10,2(Q0) and R9,10,1(Q1) are sub-
sets of a new universal set U 0 = {0, 1, · · · , 9}. For conve-
nience, we denote a group of revolving sets as Rn,m(Q) =
{Rn,m,l(Q) : ∀l}.

Definition 3.5 ((n0, n1, · · · , nd−1;m)-hyper quorum system)
Given integers n0, n1, · · · , nd−1 and m, where d ∈ Z.
Let X = {Q0, Q1, · · · , Qd−1} be a set with the el-
ement Qi, 0 ≤ i ≤ d − 1, a nonempty subset of
the universal set Ui = {0, 1, · · · , ni − 1} over the
modulo-ni plane. We call X an (n0, n1, · · · , nd−1;m)-
hyper quorum system if and only if the set
Rn0,m(Q0) ∪ Rn1,m(Q1) ∪ · · · ∪ Rnd−1,m(Qd−1) forms
an m-coterie.

Basically, a hyper quorum system guarantees the intersec-
tion between the projections of quorums over a plane, as de-
picted in Figure 2. Following the example shown in Figure
1(c) where Q0 = {1, 2, 3} and Q1 = {0, 3, 6, 7, 8}. Given
a reference point of time, t. Suppose at time t the stations
H0 and H1 are in their 2nd and 1st beacon interval respec-
tively. Then H0 and H1 are guaranteed to overlap in at least
one awake beacon interval within the 10 beacon intervals
after t, since R4,10,2(Q0) ∩ R9,10,1(Q1) 6= ∅. Actually,
we may easily verify that given any reference point of time
where H0 and H1 are in their lth0 and lth1 beacon intervals
respectively, H0 and H1 are guaranteed to overlap within
10 beacon intervals. Formally, we have R4,10,l0(Q0) ∩
R9,10,l1(Q1) 6= ∅ for all l0 and l1, 0 ≤ l0 ≤ 3 and
0 ≤ l1 ≤ 8. Therefore, the set {{1, 2, 3}, {0, 3, 6, 7, 8}}
is a (4, 9; 10)-hyper quorum system. In Definition 3.5, X is
said to be d-dimensional and the elements of X are termed
quorums.

Notice that a revolving set Rn,m,l(Q) degenerates
into a cyclic set Cn,(−lmodn)(Q) when m = n. An
(n0, n1, · · · , nd−1;m)-hyper quorum system degenerates
into a traditional n-cyclic quorum system when n = n0 =
n1 = · · · = nd−1 = m.

By following the example given in Figure 2, we may ob-
serve that, first, HQS ensures a shift-invariant intersection,
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therefore supports any QPS protocol naturally. Suppose
H0’s clock is shifted 1 beacon interval ahead. The projected
quorum of H0 at time t becomes R4,10,(2+1)(Q0), which,
by definition, belongs to R4,10(Q0) and still intersects with
R9,10,1(Q1). Second, starting from any reference point of
time, H0 and H1 are able to exchange their beacon frames
within m beacon intervals. An (n0, n1, · · · , nd−1;m)-
hyper quorum system guarantees the worst-case neighbor
discovery time O(m)B. Note the FPP-based scheme [5]
also gives an HQS. However, it does not guarantee a spe-
cific value of m given n0 to nd−1. The neighbor discovery
time is not predictable with this scheme.

It remains a challenging issue to efficiently construct
an HQS given arbitrary modulo planes and arbitrary di-
mensions. Current schemes [4, 5] generate an HQS only
when n0, n1, · · · , nd−1 are either squares or primes. More-
over, the HQS proposed in [5] is constructed by exhaustive
searches. In the next section, we present algorithms that
can systematically generate two different classes of HQS in
O(1) time over arbitrary modulo planes.

3.2 Constructing Schemes for HQS

We present two HQS constructing schemes that offer
flexibility in supporting arbitrary values of n and d while
keeping the quorum size close to the lower bound

√
n [8].

Extended Grid (EG) scheme: Consider d integers n0,
n1, · · · , nd−1, where n0 < n1 < · · · < nd−1. Let φi =
min

n¥√
ni
¦
,
lp

(nd−1 + 1)/2
mo

and qi = bni/φic for
all i, 0 ≤ i ≤ d−1. We define an extended grid quorum Gi

over the modulo-ni plane as follows:

Gi = {0, 1, · · · , φi − 1, g1, g2, · · · , gqi−1},
where φi − 1 < g1 ≤ 2φi − 1 and 0 < gj+1 − gj ≤
φi for all j, 1 ≤ j ≤ qi − 2. Essentially, Gi contains φi
continuous elements from 0 to φi − 1, followed by qi −
1 interspaced elements with mutual distances less than or
equal to φi. Note with the above definition, Gi is not unique.

The name of this scheme comes from the fact that when
ni is a square and gj+1 − gj = φi, Gi degenerates into
a grid-based quorum. For example, let d = 2, n0 = 9
and n1 = 20. By fixing gj+1 − gj = 3, we have G0 =
{0, 1, 2, 5, 8}, a quorum comprising a column and a row in
the 3× 3 grid.

It can be shown that {G0, G1, . . . , Gd−1} forms a d-
dimensional HQS for some value of m. Instead of prov-
ing this, we will show that any pair of Gi and Gj forms
a (ni, nj ;m)-hyper quorum system with a better bounded
value of m. First, we define the heads of a revolving set
Rn,m,l(Q) to be those elements projected from the smallest
element in Q (note there could be none, or more than one
head). In the previous example shown in Figure 2, the ele-
ments 3 and 7 are heads of R4,10,2(Q0), and 8 is the head
of R9,10,1(Q1).

Theorem 3.1 Given d integers n0, n1, · · · , nd−1, where
n0 < n1 < · · · < nd−1. For any i and j, 0 ≤ i ≤ j ≤
d−1, the set {Gi, Gj} forms an (ni, nj ;φi+nj−1)-hyper
quorum system.
Proof. Let m = φi + nj − 1, we show that Rni,m,a(Gi) ∩
Rnj ,m,b(Gj) 6= ∅ for all a and b, 0 ≤ a ≤ ni and
0 ≤ b ≤ nj . Recall that the heads of Rnj ,m,b(Gj) are
the elements projected from the first element 0 in Gj . Let h
be the first head in Rnj ,m,b(Gj). Since m ≥ nj , h exists
and h ≤ nj − 1. If h is included in Rni,m,a(Gi), we fin-
ish the proof. Otherwise, consider two elements s and t in
Rni,m,a(Gi) such that s < h < t. By definition of Gi, any
two interspaced elements in Rni,m,a(Gi) must have mutual
distance less than or equal to φi. We have t ≤ s+φi, lead-
ing to t ≤ h+φi−1 ≤ φi+nj−2 = m−1. The element t
exists. On the other hand, by definition of Gj , h is a head of
Rnj ,m,b(Gj) implies that there exist φj − 1 continuous ele-
ments after h in Rnj ,m,b(Gj). Since t ≤ h+ φi − 1 ≤ h+
φj−1, the element t must also be included in Rnj ,m,b(Gj).
We have Rni,m,a(Di) ∩Rnj ,m,b(Dj) 6= ∅.

Difference Set (DS) scheme: Consider d integers n0,
n1, · · · , nd−1, where n0 < n1 < · · · < nd−1. Let φ =lp

(nd−1 + 1)/2
m

and qi =
l
ni+1
2φ

m
for all i, 0 ≤ i ≤

d − 1. We define another quorum Di over the modulo-ni
plane as follows:

Di = {0, 1, · · · , φ− 1, d1, d2, · · · , dqi−1},

where φ − 1 < d1 ≤ 2φ − 1, 0 < dj+1 − dj ≤ φ for all
j, 1 ≤ j ≤ qi − 2, and dqi−1 ≥ (ni − 1)/2. Basically, Di

contains φ continuous elements from 0 to φ − 1, followed
by qi − 1 interspaced elements with mutual distances less
than or equal to φ. Note, again, Di is not unique with the
above definition. Note Di is a difference set [14].

Theorem 3.2 Given d integers n0, n1, · · · , nd−1, where
n0 < n1 < ... < nd−1. Let φ =

lp
(nd−1 + 1)/2

m
. For

any i and j, 0 ≤ i ≤ j ≤ d− 1, the set {Di,Dj} forms an
(ni, nj ; b(ni − 1)/2c+ nj + φ− 1)-hyper quorum system.
Proof. Let m = b(ni − 1)/2c+ nj + φ− 1, we show that
Rni,m,a(Di) ∩Rnj ,m,b(Dj) 6= ∅ for all a and b, 0 ≤ a ≤
ni and 0 ≤ b ≤ nj . Let h be the first head in Rnj ,m,b(Dj).
Since m ≥ nj , the element h exists and h ≤ nj − 1. If h
is included in Rni,m,a(Di), we finish the proof. Otherwise,
consider two elements s and t in Rni,m,a(Di) such that s <
h < t.
Case 1: If t ≤ s + φ, we have t ≤ h + φ − 1 ≤ m −
1. The element t exists. On the other hand, by definition
of Dj , h is a head of Rnj ,m,b(Dj) implies that there exist
φ − 1 continuous elements after h in Rnj ,m,b(Dj). The
element t must also be included in Rnj ,m,b(Dj). We have
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Rni,m,a(Di) ∩Rnj ,m,b(Dj) 6= ∅.
Case 2: If t > s+φ, by definition of Di, the element t must
be a head of Rni,m,a(Di). There exist φ − 1 continuous
elements after t in Rni,m,a(Di). Note the element t and
all φ − 1 continuous elements after t must be included in
Rni,m,a(Di), since dqi−1 ≥ (ni − 1)/2 implies that t ≤
s+(ni− (ni−1)/2) = s+(ni+1)/2 ≤ h+(ni+1)/2−
1 = h + (ni − 1)/2, leading to t ≤ h + b(ni − 1)/2c ≤
b(ni − 1)/2c + nj − 1 = m − φ, and therefore t + φ −
1 ≤ m− 1. On the other hand, all elements between h and
t + φ − 1 in Rnj ,m,b(Dj) must have mutual distances less
than or equal to φ, since h + dqj−1 ≥ h + (nj − 1)/2 ≥
h+(ni−1)/2 ≥ t. By pigeon hole principle there must exist
at least one element between t and t+φ−1 in Rnj ,m,b(Dj).
Hence, Rni,m,a(Di) ∩Rnj ,m,b(Dj) 6= ∅.

The HQS-based Power Saving (HQPS) protocol inherits the
design (e.g., beacon frames, neighbor maintenance, data
transmission procedure, etc.) of a traditional QPS protocol,
as we have seen in Section 2.

4 Performance Evaluation

In this section, we evaluate the performance of HQPS
by taking both the theoretical analysis and simulation re-
sults. We implement our simulation based on the ns-2
simulator [1] with CMU wireless extension. The simula-
tion is conducted in a 500× 500 m2 static network with 50
randomly distributed stations. Each station has half-duplex
wireless channel of rate 2Mbps and transmission range 100
meters. We set the duration of beacon interval and ATIM
window 100 and 25 ms respectively. The mean packet size
is 256 bytes and each station is supplied with the Poisson
traffic [18] with rate varying from 2 to tmax Kbps, where
tmax = 40 by default. The power consumption rates of the
wireless module are set 1650, 1400, 1150, and 45 mW in
transmit, receive, idle, and sleep modes respectively [10].
All stations are synchronous in their clocks.

To evaluate the performance of a quorum scheme, we
define a theoretical metric—quorum ratio, which denotes
the proportion of beacon intervals in a cycle where a station
is required to awake. Specifically, it is defined as |Q|/n,
where |Q| is the quorum size and n is the cycle length.

We compare with the previous studies AQEC [4] and
AAPM [5]. These two protocols adopt Grid and FPP as the
underlying quorum schemes respectively. To ensure valid
neighbor maintenance in routing protocols [15], the cycle
length n is considered to be less than or equal to nmax = 25.
We set φ = 4. All schemes adopt the rule-based adaptation
criteria [4] to dynamically adjust n. In our experiments, the
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Figure 3. Quorum ratio and average energy con-
sumption rate.

rules for AQEC are:

Grid size (n) Used when
1× 1 (1) traffic≥ tmax · (1/1)
2× 2 (4) tmax · (1/1) > traffic ≥ tmax · (3/4)
3× 3 (9) tmax · (3/4) > traffic ≥ tmax · (5/9)
4× 4 (16) tmax · (5/9) > traffic ≥ tmax · (7/16)
5× 5 (25) tmax · (7/16) > traffic

AAPM follows the similar similar rules that corresponds
to its offered quorum ratios. HQPS, on the other hand, em-
ploys an analytic model [13, 18, 20] to pick a proper scheme
and n. We omit the details of the model due to the space
limitation. Note that to give a fair comparison, all proto-
cols employ the same design of cycle pattern as described
in Section 2.

4.1 Theoretical Analysis: the Quorum
Ratio

We first explore the quorum ratio of different schemes
by varying the cycle length n from 1 to nmax. As shown
in Figure 3(a), all schemes give smaller quorum ratios as
n increases. In particular, the ratio of FPP approaches the
theoretical bound 1/

√
n [8]. This ratio is shown to be op-

timal [5]. However, the optimum in quorum size does not
necessary imply the optimum in performance. Notice that
FPP and Grid cannot produce quorums given arbitrary cycle
lengths. This leads to a sparse configuration density. Dur-
ing the rule-based adaptation, n may shrink very fast when
there is only little increment in traffic load. A station may
tend to remain awake more than necessary. Note the quorum
ratios of Grid and EG overlap when n is a square. This is
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simply because EG is a generalization of the Grid scheme.
Next, we evaluate the performance of different protocols

based on the simulation results.

4.2 Energy Conservation

In this section, we evaluate the energy efficiency of all
protocols under different loads. We vary fmax from 2 to 40
Kbps. The experimental results are shown in Figure 3(b),
where HQPS(D) and HQPS(B) demonstrate the behavior
of HQPS given delay-constrained and best-effort traffic re-
spectively. As we can see, all protocols give higher en-
ergy consumption rate as fmax increases. This is because of
the frequent ATIM notification and data transmission proce-
dures. Notice that the energy consumption rates of AQEC
and AAPM grow significantly when fmax > 20 Kbps. This
is mainly due to the sparse configuration density, as we have
seen in Figure 3(a). When the offered load is close to the
maximum support load, n shrinks very fast and keeps a sta-
tion awake most of time. On the other hand, HQPS give rel-
atively stable energy consumption rate under all loads. As
compared with AQEC and AAPM, HQPS offers competi-
tive energy efficiency under light traffic loads; while giving
respectively up to 31% and 41% reduction in energy con-
sumption rate under heavy loads.

5 Conclusions

In this paper, we generalized traditional quorum sys-
tems and proposed the Hyper Quorum System (HQS). We
showed that HQS is fully adaptive in the sense that a sta-
tion can select any value of cycle length that is best suited
to its own requirements in terms of packet delay and power
constraint. Two HQS constructing schemes were presented
that facilitate power saving under both delay-constrained
and best-effort traffic. Experimental results showed that
our HQS-based power management protocol renders signif-
icantly more stable performance under various traffic loads
as compared with traditional QPS protocols. In particular,
it gives up to 41% improvement in energy efficiency under
heavy traffic loads.
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