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3 Eigenvalue Problem

3.1 Definition

• Given an n × n matrix A, an eigenvalue λ of A is a scalar such that A~x = λ~x for a
nonzero vector ~x, ~x is call an eigenvector.

• If there exists n linearly independent eigenvectors ~x1, ~x2, ..., ~xn, we said A is diago-
nalizable.

X =
[
~x1, ~x2, ~x3, . . . , ~xn

]
AX =

[
A~x1, A~x2, A~x3, . . . , A~xn

]
=
[
λ1~x1, λ2~x2, λ3~x3, , . . . , λn~xn

]
= X


λ1

λ2
. . .

λn


then

A = X


λ1

λ2
. . .

λn

X−1

⇒A = XΛX−1

⇒Λ = X−1AX
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• Given λ, its eigenvector = ?
A~x = λ~x

⇔A~x− λ~x = ~0

⇔(A− λI)~x = ~0

then we can use kernel to find the eigenvectors correspond to λ.

ker(A− λI) = {~x1, ~x2, . . . , ~xk}

• Given ~x, its eigenvalue = ?

A~x = λ~x

⇒~xTA~x = ~xTλ~x

⇒λ =
~xTA~x

~xT~x
(Rayleigh quotient)

3.2 Power Method

• We can use this algorithm to find the eigenvector whose eigenvalue is the largest.

• Algorithm

1. Choose a random vector ~v0, ‖ ~v0 ‖ = 1.

2. For i = 1, 2, 3, ..., until converge.

3. ~yi = A~vi−1

4. ~vi = ~yi
‖~yi‖

end for

5. ~x = ~vi, λ = ~xTA~x
~xT ~x

• How do we know the eigenvector is converged?

~v1 = α1A~v0

~v2 = α2A~v1 = α2A
2~v0

~v3 = α3A~v2 = α3A
3~v0

...

~vi = αiA~vi−1 = αiA
i~v0

Let A = XΛX−1, Λ =


λ1

λ2
. . .

λn

 , | λ1 |>| λ2 |> · · · >| λn |
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Ak = (XΛX−1)(XΛX−1) · · · (XΛX−1)︸ ︷︷ ︸
k

= XΛkX−1

= X


λk1

λk2
. . .

λkn

X−1

⇒ ~vk = αkA
k~v0

= αkXΛkX−1~v0, Let ~z = X−1~v0

= αkXΛk~z

= αkλ
k
1X


1

(λ2λ1 )
k

. . .

(λnλ1 )
k

~z, because lim
k→∞

( λiλ1 )k = 0

= αkλ
k
1X


1

0
. . .

0

~z

= αkλ
k
1X


~z(1)

0
...
0

 , ~z(1) is the first element in ~z

= αkλ
k
1

[
~x1, ~x2, ~x3, . . . , ~xn

]

~z(1)

0
...
0


= αkλ

k
1~z(1)~x1, because αkλ

k
1~z(1) = 1

= ~x1
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• Shift Power Method
We can shift the eigenvalue to speed up.

B = A− µI = XΛX−1 − µ(XX−1) = X(Λ− µI)X−1

= X


λ1 − µ

λ2 − µ
. . .

λn − µ

X−1

~rk = A~vk −
~vTk A~vk

~vTk ~vk
~vk

Converge rate: lim
k→∞

‖rk‖
‖rk−1‖ = |λ2|

|λ1|
If the rate is very small, the speed of convergence will be fast. Choose µ which makes
|λ2|
|λ1| as small as possible.

• Invert Power Method
We can find the eigenvector whose eigenvaule is the smallest.

B = A−1 = (XΛX−1)−1 = XΛ−1X−1

= X


1
λ1

1
λ2

. . .
1
λn

X−1

• Shift and Invert Power Method

B = (A− µI)−1 = X(Λ− µI)−1X−1

= X


1

λ1−µ
1

λ2−µ
. . .

1
λn−µ

X−1
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